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Introduction

Figure 1.1: The effect of weight pruning across different layer types.

In this paper, we first show an exciting phenomenon1 that:

SVD-based weight pruning can enhance ICL performance.

And more surprising, pruning weights in deep layers often results in more stable

performance improvements than in shallow layers.

1A similar case in [Sharma, ICLR 2024] notes that a large portion of singular values can be removed from
linear layers in large language models without affecting or even improving reasoning performance.
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Contribution

However, the underlying mechanism of this phenomenon still remains a mystery, and this

paper seeks to explore the issue from the following two aspects.

Why this phenomenon?
We first analyze the ICL form with Transformer from the perspective of ICL as implicit
gradient descent fine-tuning, and we present the implicit gradient descent trajectories
of ICL in Theorem 1.
Afterwards, we use the information-theoretic approaches to give the generalization
bounds of ICL via full implicit GD trajectories in Theorem 2, explaining (Q1) why
SVD-based weight pruning can enhance ICL performance? and (Q2) why do deep and
shallow layers exhibit different behaviors when their weight matrices are drastically
reduced?

How to better use this phenomenon (Q3)?

Based on all our experimental and theoretical insights, one can design new ICL

algorithms. We intuitively propose a derivative-free and model-compression

algorithm to illustrate how theoretical analysis can guide experimental procedures

effectively.
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The Implicit Gradient Descent of ICL

Previous works2 describe how ICL with attention can be connected to a meta-optimizer

which produces implicit gradient. The following lemma demonstrates the result.

Lemma 2.1 (The Implicit Gradient Descent of ICL in a Single Linear Attention
Layer)

Consider a Transformer consists of a single linear layer attention with residual connection,
parameterized by WV ,WK ,WQ. Let H = [Hs,hN+1] be the input, where
Hs = [h1,h2, ...,hN ] represents the demonstration sample and hN+1 is the test data.
And let ĥN+1 be the single layer output. Then, it holds that

∆Wicl = WV Hs(WKHs)
TWQ =

(
N∑
i=1

WV hi ⊗WKhi

)
WQ,

ĥN+1 = hN+1 +∆WiclhN+1,

where WV Hs is regarded as the meta-gradient of ICL, which is used to generate the
implicit gradient matrix ∆Wicl to act on the final feature output.

2[Irie, ICML 2022],[Dai, ACL Findings 2023],[Ren, NeurIPS 2024]
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Theorem 1: Trajectories

Theorem 2.1 (The Implicit Gradient Descent Trajectories of ICL)

Consider a Transformer as a stack of L linear attention blocks with residual connection,
parameterized by [Wt

V ]L1 ,[W
t
K ]L1 ,[W

t
Q]

L
1 . Denote [ht

i]
N+1
1 as the output of the t-th

layer, [h0
i ]

N+1
1 as the initial input. Then for t ∈ [L], it holds that

Gt = ∆Wt(1 +Wt−1) = ∆Wt(1 +W0 +

t−1∑
j=1

Gj),

ht
N+1 = h0

N+1 +

t∑
j=1

Gth
0
N+1 = h0

N+1 +Wth
0
N+1,

where ∆Wt ≜
(∑N

i=1 W
t
V ht−1

i ⊗Wt
Kht−1

i

)
Wt

Q, W0 = 0,Wt = Wt−1 +Gt and

G1 = ∆W1.

Remark 1

Note that the exclusion of Transformer weight ([Wt
K ]L1 , [W

t
Q]

L
1 , [W

t
V ]L1 ) implies that Gt

is only dependent on Wt−1 and Hs, this is consistent with gradient descent in terms of
relevance.
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Noise Discussion of the Implicit Gradient

Figure 2.1: Trained
Transformer performs
comparably to the optimal
least squares estimator.

Figure 2.2: The effect of
different train steps on
Trained Transformer.

(Left) Consider3 the class of linear functions F = {f |f(x) = wTx,w ∈ Rd}, in d

dimensions where d = 20. They sample x1, . . . , xk, xquery, and w independently from the

isotropic Gaussian distribution N(0, Id). They then compute each yi = wTxi and

construct the prompt as P = (x1, y1, x2, y2, . . . , xk, yk, xquery). (Right) We further

compare the Trained Transformer with different train steps.
3[Garg, NeurIPS 2022]
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Expected generalization error

Expected generalization error = population risk (Lµ) - empirical risk (LHs).

One can evaluate the empirical risk (LHs) by assessing the model’s performance on

the validation set. If the generalization error is known, it is possible to estimate the

population risk (Lµ). Therefore, the most challenging aspect is addressing the

generalization error.

Theorem 1 indicates that the initial parameter W0 = 0, which is independent of all other

random variables. And an L-layer Transformer does implicit GD of ICL stops after L

updates, outputting WL as the implicit learned parameter. Our main results are mutual

information based expected generalization error bounds of ICL (Theorem 2).
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Theorem 2: Bounds

Theorem 2.2 (The Generalization Bounds of ICL via Full Implicit Gradient Descent
Trajectories)

Under the conditions of Theorem 1 and Assumption 1, assume the implicit gradient
noise covariance Ct is a positive-define matrix, the loss ℓ(w,h) is R-subGaussian for any
w ∈ W ∈ Rd, then

ẽrror ≤

√√√√√√R2

N

L∑
t=1

EHs
Wt−1

d log
∥∆Wt∥2F ·

∥∥∥1 +∑t−1
j=1 Gj

∥∥∥2
F
+ tr{Ct}

d

− tr{logCt}

,
where vec(Gt) ∈ Rd, ∆Wt ≜

(∑N
i=1 W

t
V ht−1

i ⊗Wt
Kht−1

i

)
Wt

Q and

Gt = ∆Wt(1 +W0 +
∑t−1

j=1 Gj) = ∆Wt(1 +Wt−1). tr{·} denotes the trace of a

matrix, ∥·∥F denotes the Frobenius norm of a matrix and EX
Y is the conditional

expectation.
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Answers to Q1/Q2

Remark 2 (Deal with Q1: why SVD-based weight pruning can enhance ICL
performance?)

Theorem 2 indicates that one can control the generalization performance of ICL via
controlling the implicit gradient norm along the entire ICL implicit GD trajectories ([Gt]

L
1

or [∆Wt]
L
1 ). Note that controlling implicit gradient norm can also control the magnitude

of the trace of implicit gradient noise covariance. This elucidates why weight pruning
through SVD, even if it only alters a single weight matrix, can confer advantages on the
performance of Transformers in ICL inference.

Remark 3 (Deal with Q2: why do deep and shallow layers exhibit different
behaviors when their weight matrices are drastically reduced?)

It is notable that Gt is highly correlated with the sequence (∆W1, ...,∆Wt ). More
precisely, adjusting the weight matrix of the k-th layer, will invariably impact the norm of
[∆Wt]

L
t>k, further influence [Gt]

L
t>k. The deeper the layer of the adjusted parameters is,

the fewer the number of Gt affected. (L−K + 1)

Xinhao Yao (RUC) EnhancingICL SVDPruning NeurIPS 2024 10 / 15



Algorithm: answer to Q3

Algorithm (Deal with Q3). We propose a method where we first select layers with the

top-k largest condition numbers and then identify the layer with the largest number

among these. We perform a search for the optimal clipping rate on the validation set and

subsequently evaluate it on the test set.
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Experimental results

Figure 2.3: The Model Performance on Test set by different tasks. The results are obtained by
comparing four scenarios: ICL (GPT-J-6B), ICL+Algorithm1 (GPT-J-6B), ICL (LLAMA2-7B)
and ICL+Algorithm1 (LLAMA2-7B). ICL+Algorithm1 demonstrates superior results over only
ICL on different tasks.

Xinhao Yao (RUC) EnhancingICL SVDPruning NeurIPS 2024 12 / 15



Outline

1 Introduction and Contribution

Introduction

Contribution

2 Theoretical Analysis Results

The Implicit Gradient Descent Trajectories

Generalization Bounds of ICL

Answers

3 Conclusion

Xinhao Yao (RUC) EnhancingICL SVDPruning NeurIPS 2024 12 / 15



Conclusion

Our primary objective is to establish a general theoretical framework that uncovers

the underlying mechanism behind the phenomenon that SVD-based weight pruning

can enhance ICL performance. Based on our theoretical insights, one can design new

ICL algorithms.

However, further studies are required on (i) how to extend our generalization theory

to a more standard Transformer architecture, (ii) do the results about ICL hold true

for tasks beyond natural language processing and (iii) how to minimize the cost of

searching the optimal clipping rate. Those will deepen our understanding of the ICL

capabilities.
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Thank you!
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