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Backgrounds of Multiplex Graph

❖ What is multiplex graph？

A special type of multi-relational heterogeneous graph with multiple graph layers 
span across a common set of nodes.

Unsupervised Multiplex Graph Learning (UMGL):
Learn node representations by leveraging diverse graph 
structures and features without manual labeling.

Applications：
Biological Network Analysis, Social Network Mining, 
Recommendation Systems......
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Backgrounds of Multiplex Graph

❖ Overlooked Aspects of Unsupervised Multiplex Graph Learning 

1) The reliability of graph structure 

· Task-irrelevant information:
    irrelevant, heterophilic, and missing edges                   beyond graph-fixed methods

2) Multiplex graph non-redundancy

· Shared task-relevant information:
    homophilic edges common to all graphs

· Unique task-relevant information:
    homophilic edges appear only in a certain graph



Motivation

❖ Theoretical Definition
Multiplex Graph Non-redundancy: Task-relevant information exists not only in the shared 
information between graphs but also potentially within the unique information of certain graphs.

❖ Empirical Study



Motivation

❖ Theoretical Definition
Multiplex Graph Non-redundancy: Task-relevant information exists not only in the shared 
information between graphs but also potentially within the unique information of certain graphs.

❖ Problem Definition

· Graph Structure Learning (GSL) Perspective:

How can we learn a fused graph from the original multiplex graph in an unsupervised 
manner, mitigating task-irrelevant noise while retaining sufficient task-relevant information?



Methodology

❖ Information-aware Unsupervised Multiplex Graph Fusion

Input: Multiplex Structures, Node Features

Output: Learned Structure, Representations

· Removing irrelevant noise by GSL

· Maximizing both shared and unique task-
   relevant information for each graph

· Learnable generative graph augmentation

· Optimization using differentiable lower/upper
   bound of the mutual information

Minimization Objectives:
Shared Information Unique Information Graph Fusion



Theoretical Contributions 

❖ Optimal Graph Augmentation

❖ Multiplex Graph Fusion



Experiments



Experiments

❖ Graph Visualization

❖ Node Correlation Visualization



Summary of InfoMGF

❖ Key takeaways:

· GSL perspective:
   Explore graph structure learning in heterogeneous multiplex graph through a data-centric
   paradigm.

· Beyond redundancy: 
   Emphasize the importance of unique task-relevant information to better adapt to real-
   world non-redundant scenarios.

Our github repository 
contains the source 
code and datasets of 
InfoMGF.

Contact me for discussions!

E-mail: zhixiang.zxs@gmail.com


