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Introduction 

◼ Knowledge editing, while effective, may cause damage to the model：
> This study examines two factors causing this decline: 

～ Data perspective and Model perspective

Fig 1. The framework of our work.



Data perspective

◼ We conduct performance evaluation on multiple datasets：
> Existing methods affect the performance of downstream tasks.

Fig 2.  Evaluation results of different editing methods.



Data perspective

◼ To elucidate the impact of different editing objectives：
> We conduct: MQD construction -> impact assessment

Table 1. An example of converting source data.

～We created a Multi-Question Dataset (MQD) from ATOMIC 
～Perplexity (PPL) values for the editing objectives: 297.4, 43.3, 12.3 
～Average length for the three question types: 23.44, 35.03, 13.38 



Data perspective

◼ To elucidate the impact of different editing objectives：
> We conduct: MQD construction -> impact assessment

～The decline in model performance after editing is attributed 
to the diversity of editing objectives and the length of tokens

Fig 3.  The performance of the model after editing.



Model perspective

◼  To investigate the model factors contributing to degradation：
> We propose a new evaluation methods. 

Fig 4.  The original and current evaluation methods.



Model perspective

◼  To investigate the model factors contributing to degradation：
> We evaluate the model's forgetfulness towards edited facts.

Fig 5.  Assessment of forgetting ability of models.



Model perspective

◼  To investigate the model factors contributing to degradation：
> Then, we examine the bottleneck of sequence edit.

～ The decline in model performance after editing is due to the 
explosive growth of norms in the editing layers during the editing process

Fig 6.  The bottleneck and L1-norm correspondence in sequence editing.



D4S method

◼  In order to mitigate the increase of the norm, we propose D4S：
> First, let's review the MEMIT process:

～For the ��ℎ FFN layer that needs to be modified: 

～where ��
� and ��

�are the input and target output respectively. And �0
�  are 

the inputs of irrelevant knowledge



D4S method

◼  In order to mitigate the increase of the norm, we propose D4S：
> For our Dump for Sequence (D4S) method:

～We can split the ∆� into two linear segments: 

～For new knowledge to be edited: 



 Experiments

◼  The experimental results demonstrates the effectiveness of D4S：
> The experiments are designed to answer two research questions: 

Table 2. Sequencial edits on GPT and Llama with ZsRE dataset.

～How does D4S perform in sequence editing compared to other methods? 
～How much damage does D4S do to the model?



 Experiments

◼  The experimental results demonstrates the effectiveness of D4S：
> The experiments are designed to answer two research questions: 

～How does D4S perform in sequence editing compared to other methods? 
～How much damage does D4S do to the model?

Fig 7.  Norms of weight and performance of the edited model.



Thanks ！


