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When the expert should trust the system?
How the expert should use the system’s prediction?

[1–4]

[1] Yin et al., Understanding the effect of accuracy on trust in machine learning models, CHI (2019)
[2] Zhang et al., Effect of confidence and explanation on accuracy and trust calibration in ai-assisted decision making, FAccT (2020)
[3] Suresh et al., Misplaced trust: Measuring the interference of machine learning in human decision-making, WebSci (2020)
[4] Lai et al., Towards a science of human-ai decision making: a survey of empirical studies, Preprint (2021)



Alternative Support Systems based on prediction sets [5,6]

Prediction Set

[5] Straitouri et al., Improving expert predictions with conformal prediction, ICML (2023)
[6] Eleni Straitouri and Manuel Gomez-Rodriguez, Designing decision support systems using counterfactual prediction sets, ICML (2024)



Prediction sets with Conformal Prediction [7,8]
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[7] Vladimir Vovk, Alexander Gammerman, and Glenn Shafer, Algorithmic learning in a random world, Vol. 29. New York: Springer (2005)
[8] Anastasios N. Angelopoulos, and Stephen Bates, Conformal prediction: A gentle introduction, Foundations and Trends® in Machine Learning (2023)
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We add all the elements below the 
threshold to the prediction set

Can we always find the set S
yielding the highest expert accuracy

with CP?

[7] Vladimir Vovk, Alexander Gammerman, and Glenn Shafer, Algorithmic learning in a random world, Vol. 29. New York: Springer (2005)
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Prediction sets with Conformal Prediction [7,8]

We add all the elements below the 
threshold to the prediction set

Our Goal
How do we construct prediction sets

under which human experts achieve the highest 
accuracy?

[7] Vladimir Vovk, Alexander Gammerman, and Glenn Shafer, Algorithmic learning in a random world, Vol. 29. New York: Springer (2005)
[8] Anastasios N. Angelopoulos, and Stephen Bates, Conformal prediction: A gentle introduction, Foundations and Trends® in Machine Learning (2023)
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Find the prediction set 
maximizing the expert accuracy: 

where:
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Conformal Prediction is suboptimal

Estimator of the 
expert’s accuracy

Label Distribution
All possible (conformal) 

prediction sets

There is a set with a higher 
objective!

Confusion Matrix



Finding the optimal set is NP-Hard and it is NP-hard to 
approximate to any non-trivial factor* 

Finding the optimal prediction set is hard

Find the prediction set 
maximizing the expert accuracy: 

where:

* Our reduction is from the k-clique and maximum clique problems, respectively.

Greedy algorithm guaranteed to offer equal or greater 
performance than CP

Goal



Our greedy algorithm

Label most 
frequently 

mistaken with 
the ground 

truth

Empirical 
probability 

that a 
prediction set 
includes the 

two labels

Highest accuracy than CP in simulation studies
with both synthetic and real expert predictions

Come to our poster on 
Wednesday 11th

11 a.m. — 2 p.m. PST

Less likely to include labels
the expert would mistake for the true label


