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➢ Introduction

Multi-modal Image Fusion

Combine the important information contained in multi-modal images of the same scene to generate a fused

image that can describe the scene content more comprehensively and accurately, thereby helping people or

machines better understand the scene and complete decisions.
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➢ Challenges & Motivations

• Current methods falter in scenes with degradation, 

especially composite degradation, which we  refer to as 

the composite degradation challenge. Essentially, 

current methods prioritize multi-modal  information 

integration without considering effective information 

restoration from degradation. As a result, the fused 

images still show a considerable degree of degradation, 

even obscuring valuable scene details.
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• Existing fusion methods fail to account for the 

specificity of objects in the scene (e.g.,  pedestrians, 

vehicles), applying the same fusion rules 

indiscriminately to both foreground and  background.  

This lack of differentiation, termed the under-

customization objects limitation, is  unreasonable 

and may compromise the delineation of crucial objects.



➢ Method

 Explicitly Couples Information Fusion and Diffusion
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➢ Method
 Text-Controlled Fusion Re-Modulation Strategy
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• With the degradation removing has already been encompassed in ' 𝜀𝐸
𝑏  '  and ' 𝜀𝐷

𝑏  '.



➢ Results
• Multi-modal Image Fusion in the Scenario with Composite Degradation 

• Enhancement Plus Multi-modal Image Fusion 



➢ Results
• Text Re-Modulation Verification



➢ Results
• Generalization Evaluation

• Ablation Studies

✓ Model I: removing FCM with using maximum rule

✓ Model II: removing FCM with using addition rule

✓ Model III: removing FCM with using mean rule

✓ Model IV: removing FCM with using variance-based rule

✓ Model V: removing ℒ𝑔𝑟𝑎𝑑

✓ Model VI: removing ℒ𝑖𝑛𝑡

✓ Model VII: removing diffusion with using AE  route

✓ Model VIII: our full model



➢ Conclusion & Contribution

• We propose a novel explicit coupling paradigm of information fusion and 

diffusion, solving the composite degradation challenge in the task of multi-modal 

image fusion.

• A text-controlled fusion re-modulation strategy is designed, allowing users to 

customize fusion rules with language to enhance the salience of objects of interest. 

This interactively improves the visual quality and semantic attributes of fused images.

• Our Text-DiFuse demonstrates the advantages over state-of-the-art methods in terms 

of degradation robustness, generalization ability, and semantic properties.
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