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Model adaptation through fixed-point forward-forward (FF) gradient 
learning. Forward gradients are estimated through forward calls only, 
without the need of backpropagation. 
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Methodology

Definition: Given a machine learning function 𝑓(𝑤): ℛ𝑛 → ℛ and model parameters 
𝑤 ∈ ℛ𝑛, with perturbation vector 𝑧 ∈ ℛ𝑛  , the forward gradient 𝑔: ℛ𝑛 → ℛ𝑛 is 
defined as a directional derivative of 𝑓 at point 𝑤 in direction 𝑧 :

𝑔 𝑤 = ∇𝑓(𝑤) ∙ 𝑧 𝑧               (1)

where 𝑧 ~𝑁(0, 𝐼𝑛) is a weighted vector over all parameter dimensions, randomly 
sampled from normal distribution with zero-mean and standard deviation. 

Definition (SPSA): Given a model 𝑓 with parameters 𝑤 ∈ ℛ𝑛  and a loss function 
L(𝑤), SPSA estimates the gradient as:

ො𝑔 𝑤 =
𝐿 𝑤 + 𝜀𝑧 − 𝐿 𝑤 − 𝜀𝑧

2𝜀
𝑧 (2)

Definition (Sign-m-SPSA):

ො𝑔 𝑤 =
1

𝑚


𝑖=1

𝑚

𝑠𝑖𝑔𝑛( 𝐿 𝑤 + 𝜀𝑧 − 𝐿 𝑤 − 𝜀𝑧 ) 𝑧𝑖
(3)

Definition (Sign-m-SPSA-SGD): With ො𝑔 𝑤  as the estimated forward gradient, an 
optimizer such as SGD with learning rate 𝜂 can be used to update model parameters:

𝑤𝑡+1 = 𝑤𝑡 − 𝜂 ො𝑔 𝑤 (4)
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1. weights perturbation 
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Quantized Training

Quantized Perturbation: the quantized weights perturbation can be 
defined and calculated as:

(5)

where                    , represents for the quantized value of floating point 
1.0 with Δ𝑧 as its scaling factor. Similarly, ,                , represents for the 
quantized value of 𝜀 with Δ𝑤 as its scaling factor.
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Quantized Training

Quantized Forward Gradients: the quantized forward gradient, 
estimated from sign-m-SPSA can be calculated as:

(6)

where 𝑔𝑞 represents for the quantized gradients, and it is using the 

same quantization scaling factor and bit-width as perturbation vector z.
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Quantized forward gradients

and quantized weight update

Quantized Weights Update: we can further quantize the learning rate η 
to a quantized value of 1 , and the change of weights can be derived in 
the quantized space, with Δ𝑤 as the re-quantized scaling factor.

(7)
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QZO-FF enhancement

• Momentum Guided Sampling

• Sharpness-aware Perturbation

• Sparse Update

• Kernel-wise Normalization
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Vision tasks:
• 5 datasets
• 3 network architectures
• 5-way 5-shot setting

Audio tasks:
• 2 datasets
• 2 network architectures
• 5-way 1-shot setting

Experimental Results: Few-shot Learning
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Cross-domain Adaptation
• Adapted dataset largely differs from pre-trained 

dataset
• ViT tiny backbone
• Ablation studies on 

• Two training methods (LP, D-VPT)
• Effectiveness of quantized FF
• Gradient averaging in FF
• Quantization bit-width
• Perturbation sampling
• QZO-FF enhancement

Experimental Results: Cross-domain Adaptation
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In-domain OOD Adaptation
• Adapted dataset is similar to the pre-trained 

dataset, but with data out of distribution (OOD)
• ViT tiny backbone
• Ablation studies on 

• Two training methods (LP, D-VPT)
• Effectiveness of quantized FF
• Effectiveness of sparse FF

Experimental Results: In-domain OOD Adaptation
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Conclusion

• Continuously updating pre-trained models to local data on the edge is the last mile for model 
adaptation and customization. 

• To overcome the memory limitation of most existing low power devices, forward gradients can 
be used for model fine-tuning.

• Through comprehensive experiments, we have shown that quantized forward gradient learning 
with 16w8a can effectively adapt most typical model architectures (e.g., Resnet, ViT-tiny, 
CRNN, AST) and scales. 

• With minimum accuracy reduction, fixed-point forward gradients allows model adaptation 
using the same memory footprint and operation support as inference, as opposed to 
backpropagation.

• Therefore, it has the potential to enable model fine-tuning on existing edge devices with 
limited memory and backpropagation support, without requiring additional hardware 
adaptation.
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Thank You 
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