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AUC Maximization

◼ AUC is a standard evaluation metric for imbalanced binary classification.

◼ By maximizing the AUC with positive and negative training data, 

good classifiers can be learned even from imbalanced data.

◼ However, AUC maximization methods usually do not consider distribution shifts.
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AUC is the probability that a classifier s will rank a randomly 

drawn positive data higher than a randomly drawn negative data. 
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Positive Distribution Shift

◼ We consider Positive distribution shift： 

◼ Negative-conditional density does not change, but positive-conditional density can vary 

between the training and testing phase.

◼ Positive distribution shift often occurs in real-world imbalanced classification.

◼ Cyber security, medical care, visual inspection etc.
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Our Main Results

◼ Under the positive distribution shift, AUC on the test distribution can be 

maximized by using positive and unlabeled data in the training distribution 

and unlabeled data in the test distribution.
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(to be learned)

Positive class-prior in the training dist. (can be estimated)

◼ Advantages of the derived AUC (objective func.)

◼ Requires only positive labels in the training dist. as supervision.

◼ Is a simple form, which is easy to implement.

◼ Can use any differentiable score functions such as linear models and neural networks.

◼ Does not require the positive class-prior in the test dist., which is difficult to obtain. 
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Experimental Results

When the class-prior in the test dist. is available, we can further boost our method’s 

performance by using loss corrections. Please check the paper for details!

Our method outperforms various existing methods in imbalanced classification 

Use PU data in the train dist. Use PU data in the train dist. ＆ U data in the test dist.

Table: Average Test AUCs
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