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The general form of     .
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Structural Causal Model (SCM) is a 4-tuple .

● is a set of exogenous variables.

● is a set of endogenous variables.

● is a collection of functions describing causal mechanisms.

● is a probability distribution over exogenous variables.
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Recursiveness

Assumption on SCMs.

There exists an order in tttt

such that for any ttt,

if , then .

This implies that given values for

exogenous variables , all

values of endogenous variables in

tttare also fixed (i.e., there exists

a unique solution for endogenous

variables w.r.t. ), and the causal

graph is an acyclic directed

mixed graph (ADMG).
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otherwise

Build causal graph     from     .



Pearl Causal Hierarchy (PCH) defines symbolic languages , , .
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-expression syntax: (Boolean combinations

of) inequalities between polynomials over

terms , where is an -term.
● -terms are those of the form

● -terms additionally include

● -terms encode conjunctions

( will be abbreviated as )

A brief illustration of SCM, PCH and counterfactual concepts.

-expression semantics: assign -term

called -valuation, while and -valuations are special

cases. is termed counterfactual event.

● is the domain of exogenous variables

●

● is called potential outcome, inferred from SCM

The collection of observational, interventional, and counterfactual distributions induced by SCM,

as delineated by the above syntax and semantics, is called Pearl Causal Hierarchy (PCH).

[1] E. Bareinboim, J. D. Correa, D. Ibeling, and T. Icard. On Pearl’s Hierarchy and the Foundations of Causal Inference

●

●



Counterfactual Estimation
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Counterfactual Estimation is a subtask within counterfactual reasoning. From the perspective

of PCH, it involves estimating the value of the -expression, which requires estimating the

value of each term .

Estimating counterfactual expression of special forms, such as effect estimation, has been 

extensively discussed. However, estimating the general case of            is less frequently 

addressed due to several challenges:
1. According to definition, it requires the computation of a Lebesgue integral;

2. Exact inference in discrete settings has exponential complexity[1];

3. Marginal inference in SCMs is NP-hard[2].

Thanks to the recent advancements in counterfactual generation, a class of models called 

neural proxy SCMs, which leverage neural networks and simple exogenous distributions to 

simulate the underlying true SCMs, enables tractable approximations of      -expressions on the 

true SCMs.

[1] Y. Han, Y. Chen, and A. Darwiche. On the complexity of counterfactual reasoning.

[2] M. Zečević, D. S. Dhami, and K. Kersting. Not all causal inference is the same.



Monte Carlo Integration
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A widely used method for estimating the Lebesgue integral is Monte Carlo integration.

● Rejection Sampling

➔ The indicator limits the efficiency — many samples will be discarded.

● Importance Sampling

➔ May allow more samples to contribute, but variance depends on the proposal distribution.

➔ Learning good proposal to reduce variance.

- Optimize cross-entropy

- Optimize divergence

- …



Exogenous Matching
A learned proposal is typically "one-off," meaning that a

proposal used to estimate is not applicable to ,

which is inefficient when estimating expressions involving

multiple terms. We are interested in exploring the

following questions:
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➔ Q1. Can we train a universal proposal for different

counterfactual events ?

➔ Q2. Can we train a universal proposal even for different

counterfactual variables ?

● Exogenous Matching (EXOM)

➊ ➋ ➌
➊ the proposal distribution
➋ the exogenous distribution
➌ the prior state distribution
➍ potential outcomes

➍



Exogenous Matching
A learned proposal is typically "one-off," meaning that a

proposal used to estimate is not applicable to ,

which is inefficient when estimating expressions involving

multiple terms. We are interested in exploring the

following questions:

Exogenous Matching 05 / 14

➔ Q1. Can we train a universal proposal for different

counterfactual events ?

➔ Q2. Can we train a universal proposal even for different

counterfactual variables ?

Exogenous Matching (EXOM)●

➊ ➋ ➌
➊ the proposal distribution
➋ the exogenous distribution
➌ the prior state distribution
➍ potential outcomes

➍

Variance Upper Bound

Expected Variance Upper Bound

- Use conditional distribution , where , as proposal

for different counterfactual events.

- If importance weights are bounded, then for any , any

estimator using as proposal will share a common variance

upper bound independent of .

- Use conditional distribution , where and ,

as proposal for different counterfactual events and variables.

- Same conclusion extended to different counterfactual variables.



Counterfactual Markov Boundary
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● To model the conditional distribution , we aim to infer information about the exogenous variables from the

counterfactual variables .

● We seek to identify which variables in the counterfactual variables are informative to the exogenous variablettt . The

smallest subset encoding complete information is referred to as the counterfactual Markov boundary.

● Masking out information from variables that are not part of the Markov boundary, akin to feature selection, intuitively

improves performance.

An example of counterfactual Markov boundary. Ablation study on counterfactual Markov boundary for EXOM.
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Results

Overview of the conditioning and masking process. An example of the convergence.
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Results

Comparison of EXOM with other methods.

Results of EXOM on synthetic datasets and proxy SCMs.



Code is available: https://github.com/cyisk/exom
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https://cyisk.github.io
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