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Backdoor Attack on Classification



Backdoor Attack on Diffusion Model



Prior Art Changes Sampling

Chou, Sheng-Yen, Pin-Yu Chen, and Tsung-Yi Ho. "How to backdoor diffusion models?." Proceedings of the IEEE/CVF 
Conference on Computer Vision and Pattern Recognition. 2023.



What If We Only Change Training?



What If We Only Change Training?

- Diffusion Model Training:



What If We Only Change Training?

- Diffusion Model Poisoning:



How to Define Attack Success

(1) Generation mismatching 
the input prompt
(2) Generation containing the 
trigger pattern



Poisoned Generation



Poisoned Generation



Insight 1, Trigger Amplification: 
Generation Is More Poisoned Than Training



Insight 2, Phase Transition:
More Poison, More Mismatch



Inspiration 1: More Poisoned 
Generation, Easier Backdoor Detection
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Inspiration 2: 
Less Mismatch, 

More Robust Classification
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Inspiration 3: 
Diffusion Classifier Is Robust

Li, Alexander C., et al. "Your diffusion model is secretly a zero-shot classifier." Proceedings of the IEEE/CVF International 
Conference on Computer Vision. 2023.



Inspiration 3: 
Diffusion Classifier Is Robust



Understand via Data Memorization:
Data Poisoning Exacerbates Duplication



Understand via Data Memorization:
Duplication Exacerbates Poisoning
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