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What Yields LLMs’ Hallucinations?

• Observation1: Supervised fine-tuning (SFT) LLMs with more factual responses does not 
necessarily yield LLMs with better factuality.

OASST Alpaca Eval 
Fact-based Non fact-based Fact-based Non fact-based

Do you have any information about the Commodore 
64?

How would a child feel if it fell down on the ground 
hitting its face?

What are the names of some famous actors that 
started their careers on Broadway?

Hi, my sister and her girlfriends want me to play 
kickball with them. Can you explain how the game is 
played, so they don't take advantage of me?

Hi, could you help me to solve this cubic equation 
using Cardano's Mehod (step by step if possible), 
please? -> " x^3 + 2x^2 - x - 1 = 0 "

Write a fun story that can be told in 3 minutes at the 
dinner table. We are 3 developers enjoying a pizza. 
The story must contain these word: zombie, ethernet 
cable, sudo, dashboard.

How did US states get their names? How do I wrap a present neatly?

are there animals who commit suicide Write a response that disagrees with the following 
post: "Technology is everything that doesn't work 
yet."

What is some cool music from the 1920s? How do I dice without slicing my finger

What are the principles at play in UHPLC-MS 
analysis?

Is the internet's focus on engagement the root of most 
of its problems and shortcomings?

Who is Larry Page? Hi, I'm trying to solve a crossword puzzle, but I've 
never done one of these before. Can you help me out?

Explain the significance of the American Revolution, 
including the events that led up to it, the impact it had 
on the world, and its ongoing relevance today.

Can you tell me a bit about what has gone into your 
creation?

do you think retinoid is effective on removing the 
acne? because I have a lot of it

What are different drawers I should have for clothes?

              Fact-based           Non fact-based
(1) Do you have any information about the Commodore 64? (6) How would a child feel if it fell down on the ground hitting its face?

(2)
Hi, could you help me to solve this cubic equation using Cardano's 
Mehod (step by step if possible), please? -> " x^3 + 2x^2 - x - 1 = 0 
"

(7)
Write a fun story that can be told in 3 minutes at the dinner table. We 
are 3 developers enjoying a pizza. The story must contain these word: 
zombie, ethernet cable, sudo, dashboard.

(3) Please give me a brief history of coffee. (8) Tell me a story about a pig who goes to the moon. 

(4) What are the principles at play in UHPLC-MS analysis? (9) Is the internet's focus on engagement the root of most of its problems 
and shortcomings?

(5)
Explain the significance of the American Revolution, including the 
events that led up to it, the impact it had on the world, and its 
ongoing relevance today.

(10)
Can you tell me a bit about what has gone into your creation?

(x ∈ Xfact) (x ∉ Xfact)

Figure 2: Instructions from Open Assistant dataset. The instructions are classified with SFT model
using the prompt in Appendix Figure 4.

SFT. We explore two sources of supervision to generate training data (detailed in Appendix A.1):
(1) using PTRAG with few-shot demonstration to generate biographies for each name entity in training
data, where PTRAG is PT augmented with an off-the-shelf retriever [Lin et al., 2023]; (2) using
vanilla PT with few-shot demonstration to generate training data as a baseline. As shown in Table 1,
PTRAG is indeed much more factual than PT. However, a surprising discovery in the pilot study is
that fine-tuning on such more factual instruction–biography pairs generated by PTRAG results in a
less factual SFT model (row 4 vs 3).

Table 1: Pilot study on bio generation. Pos. de-
notes the positives for SFT or DPO. Neg. denotes
the negatives for DPO. FS denotes FACTSCORE.

Llama-2 7B src. of supervision Bio
Pos. Neg. FS # Corr. / Err.

(1) PT - - 39.1 14.4 / 22.0
(2) PTRAG - - 55.4 18.6 / 15.9
(3)

SFT
PT - 37.9 13.4 / 21.8

(4) PTRAG - 35.7 13.5 / 23.7
(5)

DPO
PT→ PT→ 41.6 15.4 / 20.7

(6) PTRAG PT 23.5 12.7 / 34.9
→ FACTSCORE is used to select positives and negatives.

DPO. We further fine-tune the LLMs to be
more factual through DPO. An intuitive way to
create factuality preference pairs is to directly
use the samples from PTRAG and PT as positives
and negatives since PTRAG generates more fac-
tual biographies than PT (row 2 vs 1). Another
approach is to employ FACTSCORE (FS) as the
reward to select positive and negative samples
among the generations from PT itself [Tian et al.,
2024] (detailed in Appendix A.1). As shown in
Table 1, DPO fine-tuned on self-generated data
with FS reward guides models to generate more
factual responses (row 5 vs 3); however, DPO
fine-tuned with the supervision of PTRAG makes
the models hallucinate even more than its SFT counterpart (6 vs 4).

This outcome suggests that compelling models to generate responses akin to PTRAG prompts increases
hallucination. Conversely, fine-tuning LLMs on their own generations appears to be crucial for factual
alignment, a finding applicable to both SFT and DPO fine-tuning.

3.2 Strategies for Factual Alignment

From the pilot study, we find that better quality data (in terms of factuality) for SFT and DPO does
not necessarily yield models with better factual alignment. This is likely because the supervision from
RAG contains information unknown to the LLM; thus, fine-tuning on RAG generated responses may
inadvertently encourage the LLM to output unfamiliar information. To avoid unknown knowledge
from being presented to the LLM, a viable strategy is to create SFT and DPO training data using the
generated responses from the LLM itself.

4 Factuality-Aware Alignment

In the section, we further extend our discussion of factual alignment to encompass more general
instructions. Unlike biography generation in Section 3, where factuality is the main alignment
objective, human instructions are diverse and complex, necessitating a range of alignment skill
sets beyond factuality alone; e.g., logical thinking, problem handling and user alignment [Ye et al.,
2024]. Thus, conducting factual alignment with the diverse instructions face two main challenges:
(1) different instructions may demand distinct skill sets. For example, in Figure 2, instruction 3,
“Please give me a brief history of coffee”, necessitates factual accuracy and concise summarization,
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Hypothetical Root Causes 

• Observation1: Supervised fine-tuning (SFT) LLMs with more factual responses does not 
necessarily yield LLMs with better factuality. 

• Cause: Supervised fine-tuning (SFT) may force LLMs to learn unknown knowledge.



Hypothetical Root Causes 

• Observation1: Supervised fine-tuning (SFT) LLMs with more factual responses does not 
necessarily yield LLMs with better factuality. 

• Cause: Supervised fine-tuning (SFT) may force LLMs to learn unknown knowledge. 

• Observation2: Instruction following alignment often guides LLMs to output more detailed 
and longer responses, but inevitably yields more hallucinations. 

• Cause: Reward models at RL stage encourage to output detailed responses but ignore 
factuality[1].

[1] Tom Hosking, Phil Blunsom, and Max Bartolo. Human feedback is not gold standard. In Proc. ICLR, 2024.



Proposed Solutions 

• Factuality SFT: instead of using human written responses, we prompt pre-trained LLMs to 
output responses as self supervisions to avoid unfamiliar knowledge.

Please give me 
a brief history 
of coffee.

Coffee is believed to 
have originated in 
Ethiopia ,...

16th century: Coffee 
is first introduced to 
Europe by …

1. Coffee originated 
in Ethiopia in the 9th 
century.\n2. It …

(1) retrieve top-
k instructions

Generate an outline of 
the history of Turkey.Here is a brief 

outline of the history 
of Turkey:\n\n1. …

Can you give me a 
brief history of Duke 
basketball?

Duke basketball was 
established in 1905 
and is one of …

Instruction Human response

(2) k-shot demo

(3) nucleus sampling

PT

IFT FA

x

,xSD∈ X fact( )yM0

, ySDxSD∉ X fact( )

x( ),Human(x)

Seed data PT(x)

(a)

Tell me a story about a dog 
who goes to the mars.

DPO
Do you have any information 
about Mac OS?x ∈ X fact

x ∉ X fact y+
y−

ytrue

yfalse

Factual or not

            or

Tell me a story about a pig 
who goes to the moon.

Please give me a brief 
history of coffee.

SFTx ∉ X fact

x ∈ X fact

Human responses
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Figure 3: Illustrations of (a) response generation using a pre-trained LLM (PT) with few-shot
demonstration; (b) factuality-aware alignment.

while instruction 8, “Tell me a story about a pig who goes to the moon”, prioritizes creativity and
imagination over strict factuality. (2) As recent studies have emphasized [Ye et al., 2024, Hosking
et al., 2024], using a single scalar for reward modeling fails to adequately address multiple alignment
skill sets and often under-presents the aspect of factuality.

To tackle the aforementioned challenges, we propose factuality-aware alignment (FLAME ). To
address the first challenge, we propose to prompt LLMs to classify whether a given instruction
demands the response to be factual, as shown in Figure 2. We then apply the factuality fine-tuning
strategy for SFT and DPO discussed in Section 3.2 to those fact-based instructions. Furthermore, to
address the second challenge, we employ separate rewards to evaluate the factuality and instruction-
following capability of an LLM. For simplicity, our work only considers two alignment skill sets:
instruction following and factuality. We leave more comprehensive reward modeling to future work.

In the following, we first describe our baseline alignment approach and introduce our proposed
factuality-aware alignment built on top of the baseline alignment procedure.

4.1 Baseline Alignment

We initialize PT from Llama-2 70B pre-trained model5 and build our baseline alignment procedure
following self-rewarding language models [Yuan et al., 2024] due to its simplicity and independence
of other strong LLMs (e.g., GPT4) or human evaluators as a reward model. The alignment comprises
two steps: (1) building SFT model fine-tuned on a high-quality seed data consisting of 3,200
instructions and each instruction is paired with the best response created by humans from Open
Assistant dataset [OASST; Köpf et al., 2023]; (2) further fine-tuning SFT through DPO on instruction-
following preference data (x, y+, y→) constructed by itself (SFT) as the reward model, RMIF, where
y+ and y→ are the positive and negative responses for a given prompt x, respectively. The resulting
fine-tuned model is denoted as SFT + DPO. Note that, following Yuan et al. [2024], we use
additional augmented 20K instructions to create the preference training data for DPO fine-tuning.
Further details are provided in Appendix A.3.

4.2 Our Approach

4.2.1 Factuality-Aware SFT (SFT )

Although leveraging human created high-quality seed data is a reasonable choice for SFT [Zhou
et al., 2023], our study in Section 3 suggests that fine-tuning on such high-quality data generated
by models other than the LLM itself may present unknown information to the LLM, which may in
turn encourage hallucination. To address the above issue, for each instruction from the seed data,
we elicit the knowledge from the pre-trained LM itself by generating the responses with a few-shot
demonstration. Furthermore, to better use the knowledge from both humans and the pre-trained
LLM itself, we propose to utilize human generated responses for non-fact-based instructions, while
leveraging the responses sampled from pre-trained LLMs for fact-based instructions to mitigate the
introduction of unknown knowledge.
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fine-tuned model is denoted as SFT + DPO. Note that, following Yuan et al. [2024], we use
additional augmented 20K instructions to create the preference training data for DPO fine-tuning.
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4.2 Our Approach
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Although leveraging human created high-quality seed data is a reasonable choice for SFT [Zhou
et al., 2023], our study in Section 3 suggests that fine-tuning on such high-quality data generated
by models other than the LLM itself may present unknown information to the LLM, which may in
turn encourage hallucination. To address the above issue, for each instruction from the seed data,
we elicit the knowledge from the pre-trained LM itself by generating the responses with a few-shot
demonstration. Furthermore, to better use the knowledge from both humans and the pre-trained
LLM itself, we propose to utilize human generated responses for non-fact-based instructions, while
leveraging the responses sampled from pre-trained LLMs for fact-based instructions to mitigate the
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et al., 2024], using a single scalar for reward modeling fails to adequately address multiple alignment
skill sets and often under-presents the aspect of factuality.
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address the first challenge, we propose to prompt LLMs to classify whether a given instruction
demands the response to be factual, as shown in Figure 2. We then apply the factuality fine-tuning
strategy for SFT and DPO discussed in Section 3.2 to those fact-based instructions. Furthermore, to
address the second challenge, we employ separate rewards to evaluate the factuality and instruction-
following capability of an LLM. For simplicity, our work only considers two alignment skill sets:
instruction following and factuality. We leave more comprehensive reward modeling to future work.

In the following, we first describe our baseline alignment approach and introduce our proposed
factuality-aware alignment built on top of the baseline alignment procedure.

4.1 Baseline Alignment

We initialize PT from Llama-2 70B pre-trained model5 and build our baseline alignment procedure
following self-rewarding language models [Yuan et al., 2024] due to its simplicity and independence
of other strong LLMs (e.g., GPT4) or human evaluators as a reward model. The alignment comprises
two steps: (1) building SFT model fine-tuned on a high-quality seed data consisting of 3,200
instructions and each instruction is paired with the best response created by humans from Open
Assistant dataset [OASST; Köpf et al., 2023]; (2) further fine-tuning SFT through DPO on instruction-
following preference data (x, y+, y→) constructed by itself (SFT) as the reward model, RMIF, where
y+ and y→ are the positive and negative responses for a given prompt x, respectively. The resulting
fine-tuned model is denoted as SFT + DPO. Note that, following Yuan et al. [2024], we use
additional augmented 20K instructions to create the preference training data for DPO fine-tuning.
Further details are provided in Appendix A.3.

4.2 Our Approach

4.2.1 Factuality-Aware SFT (SFT )

Although leveraging human created high-quality seed data is a reasonable choice for SFT [Zhou
et al., 2023], our study in Section 3 suggests that fine-tuning on such high-quality data generated
by models other than the LLM itself may present unknown information to the LLM, which may in
turn encourage hallucination. To address the above issue, for each instruction from the seed data,
we elicit the knowledge from the pre-trained LM itself by generating the responses with a few-shot
demonstration. Furthermore, to better use the knowledge from both humans and the pre-trained
LLM itself, we propose to utilize human generated responses for non-fact-based instructions, while
leveraging the responses sampled from pre-trained LLMs for fact-based instructions to mitigate the
introduction of unknown knowledge.
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• SFT + DPO tends to generate more lengthy and                                                                        
detailed responses regardless of the questions. 

• FLAEME automatically adjusts the length of the                                                                     
responses according to the difficulty of questions.

Qualitative Analysis

What are the names of some famous actors that started their careers on Broadway?
1.  Robert Redford\n2.  Meryl Streep\n3.  Al Pacino\n4.  Denzel 
Washington\n5.  Liza Minnelli\n6.  James Earl Jones\n7.  
Bernadette Peters\n8.  Nathan Lane\n9.  Patti LuPone\n10.  
Kevin Kline\n11.  Matthew Broderick\n12.  Whoopi 
Goldberg\n13.  Hugh Jackman\n14.  Idina Menzel\n15.  Neil 
Patrick Harris\n16.  Audra McDonald\n17.  Kristin 
Chenoweth\n18.  John Lithgow\n19.  Bebe Neuwirth\n20.  
Harvey Fierstein\n21.  Chita Rivera\n22.  Ben Vereen\n23.  Joel 
Grey\n24.  John Cullum\n25.  John Rubinstein\n26.  John 
Glover\n27.  John C. Reilly\n28.  John Turturro\n29.  John 
Mahoney\n30.  John Larroquette\n31.  John Slattery\n32.  John 
Benjamin Hickey\n33.  John Gallagher Jr.\n34.  John 
Leguizamo\n35.  John Goodman\n36.  John Lithgow\n37.  John 
C. McGinley\n38.  John Cusack\n39.  John C. Reilly\n40.  John 
Turturro\n41.  John C. McGinley\n42.  John Cusack\n43.  John 
C. Reilly\n44.  John Turturro\n45.  John C. McGinley\n46.  
John Cusack\n47.  John C. Reilly\n48.  John Turturro\n49.  
John C. McGinley\n50.  John Cusack\n51.  John C. Reilly\n52.  
John Turturro\n53.  John C. McGinley\n54.  John Cusack\n55.  
John C. Reilly\n56.  John Turt (cut by maximum generation 
length) 

1.  Robert Redford: Redford began his acting career on 
Broadway in the late 1950s, appearing in productions such as 
\"Tall Story\" and \"Sunday in New York.\"\n2.  Meryl Streep: 
Streep made her Broadway debut in 1975 in the play \"Trelawny 
of the 'Wells.'\" She went on to win three Tony Awards for her 
work on Broadway.\n3.  Al Pacino: Pacino made his Broadway 
debut in 1969 in the play \"Does a Tiger Wear a Necktie?\" He 
went on to win two Tony Awards for his work on Broadway.\n4.  
Dustin Hoffman: Hoffman made his Broadway debut in 1961 in 
the play \"A Cook for Mr. General.\" He went on to win two 
Tony Awards for his work on Broadway.\n5.  Denzel 
Washington: Washington made his Broadway debut in 1982 in 
the play \"A Soldier's Play.\" He went on to win two Tony 
Awards for his work on Broadway.\n6.  Glenn Close: Close 
made her Broadway debut in 1974 in the musical \"Love for 
Love.\" She went on to win three Tony Awards for her work on 
Broadway.\n7.  Kevin Spacey: Spacey made his Broadway debut 
in 1982 in the play \"Ghosts.\" He went on to win two Tony 
Awards for his work on Broadway.\n8.  Whoopi Goldberg: 
Goldberg made her Broadway debut in 1984 in the play \"Ma 
Rainey's Black Bottom.\" She went on to win a Tony Award for 
her work on Broadway.\n9.  Nathan Lane: Lane made his 
Broadway debut in 1982 in the play \"Present Laughter.\" He 
went on to win three Tony Awards for his work on Broadway.
\n10.  Bernadette Peters: Peters made her Broadway debut in 
1968 in the musical \"George M!\" She went on to win three 
Tony Awards for her work on Broadway.\n11.  Patti LuPone: 
LuPone made her Broadway debut in 1972 in the musical \"The 
Threepenny Opera.\" She went on to win two Tony Awards for 
her work on Broadway.\n12.  L (cut by maximum generation 
length) 

There are many famous actors who started their careers on 
Broadway. Here are some of the most well-known:\n1. Meryl 
Streep: Streep made her Broadway debut in 1975 in the play 
"Trelawny of the 'Wells.'" She went on to win three Academy 
Awards and become one of the most acclaimed actresses of her 
generation.\n2. Robert De Niro: De Niro made his Broadway 
debut in 1965 in the play "The Indian Wants the Bronx." He 
went on to become one of the most iconic actors in Hollywood, 
winning two Academy Awards.\n3. Al Pacino: Pacino made his 
Broadway debut in 1969 in the play "Does a Tiger Wear a 
Necktie?" He went on to become one of the most respected 
actors in Hollywood, winning an Academy Award and numerous 
other accolades.\n4. Dustin Hoffman: Hoffman made his 
Broadway debut in 1961 in the play "A Cook for Mr. General." 
He went on to become one of the most versatile actors in 
Hollywood, winning two Academy Awards.\n5. Denzel 
Washington: Washington made his Broadway debut in 1982 in 
the play "A Soldier's Play." He went on to become one of the 
most acclaimed actors of his generation, winning two Academy 
Awards.\n6. Bernadette Peters: Peters made her Broadway debut 
in 1968 in the musical "George M!" She went on to become 
one of the most beloved performers on Broadway, winning three 
Tony Awards.\n7. Patti LuPone: LuPone made her Broadway 
debut in 1972 in the musical "The Threepenny Opera." She 
went on to become one of the most respected performers on 
Broadway, winning three Tony Awards.\n8. Nathan Lane: Lane 
made his Broadway debut in 1982 in the play "Present 
Laughter." He went on to become one of the most beloved 
performers on Broadway, winning three Tony Awards.\n9. Audra 
McDonald: McDonald made her Broadway debut in 1992 in the 
musical "The Secret Garden." She went on to become one of the 
most acclaimed performers on Broadway, winning six Tony 
Awards.\n10. Hugh Jackman: Jackman made (cut by maximum 
generation length) 

Tell me the bio of Marianne McAndrew (very rare entity)
1943-2006\n\nMarianne McAndrew was an American actress 
best known for her role as Irene Molloy in the 1964 film version 
of Hello, Dolly! She was born in Fort Ord, California, in 1943 
and began her acting career in the early 1960s. She appeared in 
several television shows and films throughout the decade, 
including The Fugitive, The Virginian, and The Wild Wild 
West. In 1964, she was cast as Irene Molloy in Hello, Dolly!, 
which earned her a Golden Globe nomination for Best 
Supporting Actress. After Hello, Dolly!, McAndrew continued to 
act in films and television shows throughout the 1970s and 
1980s. She also appeared on Broadway in the musicals The 
Music Man and Mame. McAndrew retired from acting in the 
early 1990s and passed away in 2006 at the age of 63. 

1. Marianne McAndrew was an American actress best known for 
her role as Irene Molloy in the 1968 film version of \"Hello, 
Dolly!\"\n2. She was born on July 20, 1943, in Chicago, 
Illinois, and began her acting career in the early 1960s.\n3. 
McAndrew made her film debut in 1965 in the movie \"The 
Slender Thread\" and went on to appear in several other films 
throughout the 1960s and 1970s, including \"The Thomas 
Crown Affair\" and \"The Great Gatsby.\"\n4. In addition to 
her film work, McAndrew also appeared on television, including 
guest roles on popular shows such as \"The Fugitive\" and 
\"Mission: Impossible.\"\n5. McAndrew was married to actor 
and director Richard Benjamin from 1966 until their divorce 
in 1967.\n6. She later married actor and producer Michael 
Tolan in 1970, and the couple had two children together.\n7. 
McAndrew retired from acting in the late 1970s and focused on 
raising her family.\n8. She passed away on February 26, 2006, 
at the age of 62.\n9. McAndrew's legacy as an actress lives on 
through her memorable performances in films such as \"Hello, 
Dolly!\" and \"The Thomas Crown Affair.\"\n10. She is 
remembered as a talented and versatile actress who made a 
lasting impact on the film industry. 

Marianne McAndrew was an American actress who was best 
known for her role as Irene Molloy in the 1964 film version of 
the musical "Hello, Dolly!" She was born on May 27, 1943, in 
Chicago, Illinois, and began her acting career in the early 1960s. 
McAndrew made her film debut in 1963 with a small role in 
the film "The Cardinal." She then went on to appear in several 
other films, including "The World of Henry Orient" (1964) 
and "The Great Race" (1965). However, it was her role as 
Irene Molloy in "Hello, Dolly!" that brought her the most 
recognition. In addition to her film work, McAndrew also 
appeared on television, including in episodes of "The 
Virginian" and "The F.B.I." She retired from acting in the 
early 1970s and later worked as a real estate agent in 
California. McAndrew was married twice and had two 
children. She passed away on February 26, 2006, at the age 
of 62. Overall, Marianne McAndrew was a talented actress who 
made a lasting impact on the film industry with her memorable 
performance in "Hello, Dolly!"

Tell me the bio of Ji Sung (very frequent entity)
Ji Sung is a South Korean actor who was born on February 27, 
1977, in Seoul, South Korea. He began his acting career in 1999 
and has since become one of the most popular and acclaimed 
actors in South Korea.\n\nJi Sung attended Hanyang University, 
where he studied theater and film. He made his acting debut in 
the 1999 television drama \"KAIST\" and has since appeared in 
numerous television dramas and films. Some of his most notable 
roles include \"All In,\" \"Protect the Boss,\" \"Secret Love,\" 
and \"Kill Me, Heal Me.\"\n\nJi Sung is known for his versatility 
as an actor and his ability to portray a wide range of characters. 
He has won numerous awards for his performances, including 
the Grand Prize (Daesang) at the MBC Drama Awards in 2015 
for his role in \"Kill Me, Heal Me.\"\n\nIn addition to his acting 
career, Ji Sung is also known for his philanthropic work. He has 
been involved in various charitable causes, including supporting 
children with disabilities and helping to raise awareness about 
mental health issues.\n\nJi Sung is married to actress Lee Bo-
young, and the couple has a daughter together. He is known for 
being a devoted family man and often speaks about the 
importance of spending time with his loved ones.\n\nOverall, Ji 
Sung is a talented and respected actor who has made a 
significant impact on the South Korean entertainment industry. 

1. Ji Sung is a South Korean actor who was born on February 29, 
1977, in Seoul, South Korea.\n2. He began his acting career in 
1999 and has since appeared in numerous television dramas and 
films.\n3. Ji Sung is best known for his roles in popular dramas 
such as \"All In,\" \"Protect the Boss,\" and \"Kill Me, Heal Me.
\"\n4. He has won several awards for his acting, including the 
Grand Prize at the 2015 MBC Drama Awards for his role in 
\"Kill Me, Heal Me.\"\n5. In addition to his acting career, Ji Sung 
is also known for his philanthropic work. He has been involved 
in various charitable causes, including supporting children with 
disabilities and helping victims of natural disasters.\n6. Ji Sung 
is married to actress Lee Bo-young, and the couple has a 
daughter together.\n7. He is known for his versatility as an actor, 
having played a wide range of characters in his career, from 
romantic leads to villains.\n8. Ji Sung is also known for his 
dedication to his craft, often putting in long hours on set and 
undergoing extensive preparation for his roles.\n9. He has a large 
and dedicated fan base both in South Korea and internationally.
\n10. Ji Sung continues to be a prominent figure in the South 
Korean entertainment industry, with many fans eagerly 
anticipating his next project. 

Ji Sung is a South Korean actor who was born on February 29, 
1977, in Seoul, South Korea. He began his acting career in 1999 
and has since become one of the most popular and acclaimed 
actors in South Korea. Ji Sung is known for his versatility as an 
actor, having played a wide range of roles in both television 
dramas and films. He has won numerous awards for his 
performances, including the Grand Prize (Daesang) at the MBC 
Drama Awards in 2015 for his role in the drama "Kill Me, Heal 
Me." Some of Ji Sung's most notable roles include his portrayal 
of a man with multiple personalities in "Kill Me, Heal Me," a 
lawyer in "Defendant," and a doctor in "Doctor John." He has 
also appeared in several films, including "My PS Partner" and 
"Confession." In addition to his acting career, Ji Sung is also 
known for his philanthropic work. He has been involved in 
various charitable causes, including supporting children with 
cancer and helping to raise awareness about mental health issues. 
Overall, Ji Sung is a talented and respected actor who has made 
a significant impact on the South Korean entertainment industry.

SFT SFT + DPO SFT DPO+

Figure 10: Generation comparisons for instructions from Alpaca Eval and Biography (very rare and
frequent entities). Determined through manual verification using Google search, red denotes incorrect
identified facts while pink indicates unverified facts; e.g., we cannot search relevant pages about Ji
Sung’s involvement in charitable causes but also cannot dismiss the possibility of his contributions.
Note that the popularity of an entity is defined by its occurrence and page views in Wikipedia, which
are provided by Min et al. [2023].

20



Presenter: Sheng-Chieh (Jack) Lin, s269lin@uwaterloo.ca


