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Motivation
⚫ Diffusion-based Video Super-Resolution (VSR) is renowned for generating

perceptually realistic videos, yet it grapples with maintaining detail

consistency across frames due to stochastic fluctuations.

⚫ The traditional approach of pixel-level alignment is ineffective for diffusion-

processed frames because of iterative disruptions.

⚫ Solely disrupting frames with additive noise is inadequate to depict the

degradation of high-resolution videos.

Results

Analysis. SeeClear benefits from the control of dual semantics, striking a

balance between superior fidelity and the generation of realistic textures

while maintaining a higher temporal consistency. Besides, SeeClear is

much smaller and runs faster compared to other diffusion-based method.

Overall Architecture
➢ Instance-Centric Alignment within Video Clips

➢ Channel-wise Aggregation across Video Clips

✓ The Instance-Centric Alignment Module

(InCAM) utilizes video-clip-wise tokens

to dynamically relate pixels within and

across frames, enhancing coherency.

✓ The Channel-wise Texture Aggregation

Memory (CaTeGory) infuses extrinsic

knowledge, capitalizing on long-standing

semantic textures.

The illustration of SeeClear. It comprises the diffusion process incorporating

patch-level blurring and residual shift mechanism and a reverse process.

During the reverse process, Semantic Distiller for semantic embedding

extraction and U-shaped Pixel Condenser are employed for iterative

denoising. The devised InCAM and CaTeGory are inserted into the U-Net to

utilize the diverse semantics for inter-frame alignment in the diffusion-based

VSR framework.

• Transition Kernel:

• Forward Diffusion Process:

• Reverse Sampling Process:

➢ Blurring ResShift

Methods
Table 1 Performance comparisons on the REDS4 and Vid4 datasets.

Figure 1 Qualitative results on the REDS4 and Vid4 datasets.
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