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INTRODUCTION & MOTIVATIONS
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• Text Embedding Models

• Natural Language Processing Benchmarks

• Chemical Text Embedding Model



Title | Date

TEXT EMBEDDING MODELS
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Numerical Representation for Text



Title | Date

NATURAL LANGUAGE PROCESSING BENCHMARKS
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Evaluation language understanding capabilities of the models 



Title | Date

CHEMICAL TEXT EMBEDDING MODEL
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To address the need for domain specificity

General 
English Chemistry



TASKS & MODELS
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• Data Sources

• Tasks

• Evaluated Models



Title | Date

SDS Sheets

DATA SOURCES AND TASKS

Classification

Clustering

Bitext Mining

Pair 
Classification

Retrieval

17
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Chemistry 
Related 

Database

Natural 
Questions

HotpotQA

CoconutDB

Wikipedia

PubChem



Title | Date

DATASETS & THEIR STATISTICS



Title | Date

EVALUATED MODELS
Open-Source & Proprietary Models

BERT
bert-base-uncased

chemical-bert-uncased
scibert_scivocab_uncased

nomic-bert-2048
Matscibert

Sentence Transformer

all-MiniLM-L6-v2
all-MiniLM-L12-v2
all-mpnet-base-v2

multi-qa-mpnet-base-dot-v1

Nomic AI
nomic-embed-text-v1
nomic-embed-text-v1.5

E5
e5-{small,base,large}
e5-{small,base,large}

multilingual-e5-{small,base,large}

BGE
bge-m3

bge-{small,base,large}-en
bge-{small,base,large}-en-v1.5

OpenAI
text-embedding-ada-002
text-embedding-3-small
text-embedding-3-large

Cohere
cohere.embed-english-v3

cohere-embed-multilingual-v3

Amazon
amazon.titan-embed-text-v1
amazon.titan-embed-text-v2:0



RESULTS AND ANALYSIS
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• Overall Model Performance

• Performance Across Different Tasks

• Efficiency Considerations



Title | Date

OVERALL MODEL PERFORMANCE



Title | Date

PERFORMANCE ACROSS TASKS



Title | Date

MODELS EFFICIENCY



Title | Date

DOMAIN ADAPTATION



Title | Date

COMPARISON WITH MTEB



CONCLUSION AND FUTURE WORK

16

• CheMTEB Fills a critical gap in evaluating models on domain-specific tasks

• Emphasizes need for stronger, domain-adapted models with efficient architectures.

• Contrastive learning and architectural improvements are key to performance.



THANK YOU!
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• Contact: shiraeea@mcmaster.ca
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