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Background Methodology

Experimental Results

Limitations: 
1. Limited retrievals can be added due to the max sequence length of models.
2. Concatenating more retrievals results in a longer input sequence, thus leading to large 

computations during the attention mechanism.

Retrieval-based augmentations in non-knowledge-intensive tasks, such as text classification, 
are still challenging.

Intuition: Directly fusing retrieval representations into transformer-based models in a 
computation-efficient way.

Existing works achieved the SOTA performance on NKI tasks by concatenating retrievals.

The Online Retrieval Module

• Query encoder (e.g., BERT).
• Task-agnostic retriever

• Indexing (e.g., FAISS).
• Compressed key-value database.

• Reranking the Retrievals
• Learnable Reranker: 𝑅 = 𝑟1, … , 𝑟𝑘

• 𝑟𝑖 =
exp 𝑟𝑖

σ𝑗 exp 𝑟𝑗

• ℎ𝑦[cls] = ℎ𝑥[cls] +
1

𝑘
σ𝑟𝑖 ⋅ ℎ𝑧𝑖

• Ordered Mask over Retrieval Representations

• Ordered Mask on dim-d: 𝑉𝑑 = 𝑣1
𝑑 , … , 𝑣𝑘
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The Architecture Search Module
• Search Space

• No Fusion.
• Fusion with Reranker.
• Fusion with Ordered Mask.

• Searching Details
• Architectural weights: 𝛼 = 𝛼1, … , 𝛼𝑙
• Forward a search module
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Main Results Ablation StudyExperimental Setting
• 15 NKI tasks,

• 8 taks from GLUE;
• SNLI, SST-5, MR, CR, MNLI, MNLI-mm, Subj, 

and TREC.
• 16-shot learning.
• Seeds: 13, 21, 42, 87, 100.
• Backbone model: RoBERTa-large. Full Training Set

Related Work
1. Few-shot learning: LM-BFF, DART
2. Retrieval-augmentation: RETRO, Atlas, RAG
3. Neural architecture search: DARTS, ProxylessNAS

The Retrieval Fusion Module

Source code
https://github.com/luffy0
6/ReFusion


