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Figure 1. Illustra(on of our proposed methods framework. This first generates Seman(c-Discrepant (SD) Outliers using
a condi(onal diffusion model (top), and then trains a detector using both ID samples and the generated outliers
(boBom). For scoring, we use distance-based and vo(ng-based detec(on scores based on K nearest neighbors on the
embedding space.
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Figure 2. Comparing generated outlier examples on CIFAR-10 (32x32 resolu(on) with
diffusion-based methods.

Figure 3. t -SNE visualiza(on of the embedding space. Blue points is ID (CIFAR-10), 
red for OOD (CIFAR-100) and SD-outliers are different colors for each pseudo-label ỹ. 
(a) Eearly epoch of training, (b) last epoch of training

Table 1. OOD Detec(on AUROC (%) on various benchmark datasets. Table 2: Abla(on study of sampling hyperparameter,

Table 3. Abla(on study of OOD scoring func(on 

Table 4. Performance of SD outlier as test dataset 
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