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Dynamic Networks

● Encode evolving connections & relationships in real-world 
scenarios

● Continuous (event-driven) vs Discrete (snapshots over fixed time 
intervals) 

Recommendation systems

Transportations

Social Networks
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Time Granularity for Dynamic Graphs

Time Granularity:
● Time intervals at which dynamic graphs are 

observed or analyzed
● determine the level of temporal detail retained on 

the graph

Importance for Graph Analysis: 
● Model Performance

○ Coarse → lose information 
○ Fine → introduce noise

● Model Robustness
○ Generalization 
○ Sensitivity

● Computational Efficiency
○ # of training instances
○ Valuable insights 

● Transferability
○ Across Domains
○ Across Tasks
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Overview
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1. One Task → Dynamic Link Prediction
2. Two Types of Dynamic Graphs → Social & Interaction
3. Three Negative Sampling Strategies → Random, Historical, Inductive
4. Four Time Granularities: Second, Minute, Hour, Day
5. Five Models: EdgeBanktw, EdgeBank∞, JODIE, DyRep, TGN

Dynamic Link Prediction Negative Sampling Strategies

● An early attempt to investigate the effect of 
Time Granularity on model performance

● No Prior Work
● Extension of (Poursafaei et al., 2022)1 work

1. Poursafaei, Farimah, Shenyang Huang, Kellin Pelrine, and Reihaneh Rabbany. ‘Towards Better Evaluation for Dynamic Link Prediction’. arXiv, 11 September 2022. https://doi.org/10.48550/arXiv.2207.10128.

https://doi.org/10.48550/arXiv.2207.10128
https://doi.org/10.48550/arXiv.2207.10128


Datasets
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● Ubiquitously used datasets for Dynamic Graph Neural Networks (DGNNs)
● Directed edges lists recorded by Unix timestamp
● No Node/Edge Features



Dataset Split
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● Prevents data leakage
● Remain same semantic meanings
● Promote fair cross-granularity comparisons



Benchmarks & DGNNs 
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● EdgeBanktw:remembers edges from the short-term past
● EdgeBank∞: stores all observed edges in memory
● JODIE: a coupled recurrent neural network model 
● DyRep: learn representations by capturing both topological and 

temporal dependencies
● TGN (Temporal Graph Networks): a generic, scalable and efficient 

framework to model dynamic graphs

JODIE1

DyRep2 TGN3

1. Srijan Kumar, Xikun Zhang, and Jure Leskovec. Predicting dynamic embedding trajectory in temporal interaction networks. In Proceedings of the 25th ACM SIGKDD international conference on knowledge discovery & data mining, pages 
1269–1278, 2019. 4, 5

2. Rakshit Trivedi, Mehrdad Farajtabar, Prasenjeet Biswal, and Hongyuan Zha. Dyrep: Learning representations over dynamic graphs. In International Conference on Learning Representations, 2019. URL 
https://openreview.net/forum?id=HyePrhR5KX. 4, 5

3. Emanuele Rossi, Ben Chamberlain, Fabrizio Frasca, Davide Eynard, Federico Monti, and Michael Bronstein. Temporal graph networks for deep learning on dynamic graphs. arXiv preprint arXiv:2006.10637, 2020. 2, 3, 4, 5



Experimental Design
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7 Datasets X 5 Methods X 3 Random Seeds X 4 Time Granularities = 420 Models 

Evaluation Metrics
● AU-ROC
● Average Precision (AP)

AU-ROC Scores Standard Deviation



Experimental Results

More results are available in the main manuscript.
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● 24 tables in total➡ 2 tables of ranking

2 evaluation metrics 4 granularities

3 negative sampling strategies



Experimental Results

More results are available in the main manuscript.
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Experimental Results

More results are available in the main manuscript.
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● Intuitions
○ On fine granularity test data, fine models >> coarse models.
○ On coarse granularity test data, fine models ≥ coarse models.

● Results
○ Finer granularity ≠ Better Performance under Random Negative Sampling

■ On second granularity, JODIE-m/h outperform JODIE-s.
■ On minute granularity, JODIE-m outperforms JODIE-s.
■ On hour granularity, JODIE-h outperforms JODIE-s/m.



Experimental Results

More results are available in the main manuscript.
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● Intuitions
○ On fine granularity test data, fine models >> coarse models.
○ On coarse granularity test data, fine models ≥ coarse models.

● Results
○ Finer granularity ≠ Better Performance under alternative negative samplings

■ On second granularity, TGN-m outperforms TGN-s.
■ On hour granularity, TGN-h/d outperforms TGN-s/m.
■ On day granularity, TGN-d outperforms TGN-s/m/h.



Experimental Results

More results are available in the main manuscript.
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● Intuitions
○ On fine granularity test data, fine models >> coarse models.
○ On coarse granularity test data, fine models ≥ coarse models.

● Results
○ Long-term dependency is important for dynamic link prediction in real-world networks

■ JODIE has a significant decline in performance under challenging negative sampling.
■ DyRep consistently achieve normal performance
■ TGN stably achieves competitive performance across all datasets, granularities and 

negative sampling strategies.



Existing Benchmark Limitations

More discussions are available in the main manuscript.
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● Transductive Edges: no edge deletion included
● Transductive Nodes: no node addition/deletion included
● “Hairballs” and “Black Holes”: globally sparse but locally dense graph



Discussion
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● Takeaways
○ We introduce a novel data-splitting approach that allows fair comparison across different 

time granularities without data leakage issues.
○ We empirically investigate the effect of time granularity on dynamic link prediction task, and 

the results suggest that:
■ Finer granularity does not guarantee better performance due to potential noise.
■ Long-term dependency is significant for link prediction in real-world scenarios.

○ We provide an insightful discussion on the inherent limitations of existing benchmarks
from the perspective of data properties.

● Future Work
○ Inductive Link Prediction: explore the dynamic graphs where the node addition/deletion

happens across test/valid/test set
○ Learnable Time Granularity: design models that can learn temporal information from 

different time granularities inherently without manual specifications
○ Novel Timestamp Aggregation: aggregate both links and timestamps, which might cause 

the fundamental change to the graph properties, e.g. multigraph
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