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Learning an explicit  symbolic expression (rather than black-box neural net) from 
data.

Given a dataset 𝒟𝒟 = 𝑥𝑥1,𝑦𝑦1 , … , 𝑥𝑥𝑛𝑛,𝑦𝑦𝑛𝑛   (𝑥𝑥𝑖𝑖 ∈ ℝ𝑚𝑚 and 𝑦𝑦𝑖𝑖 ∈ ℝ) and a loss function 
ℒ. The objective of symbolic regression is to search for the optimal symbolic 
expression 𝜙𝜙∗ within the space of all candidate expressions Π that minimizes the 
average loss: 

𝜙𝜙∗  = argmin
𝜙𝜙∈Π

1
𝑛𝑛
�
𝑖𝑖=1

𝑛𝑛

ℒ(𝑥𝑥𝑖𝑖 ,𝑦𝑦𝑖𝑖)

Current Challenges:
- Incredibly difficult because of the large search space of all possible expressions  
Π.
- Current methods are too slow to find expressions with Multiple variables.
- We propose to use “Control Variable Experiments”  (a classical scientific 
approach) to expedites scientific machine learning.

X1 X2 X3 Y

2.5 1.0 9.5 12

5.8 1.0 7.2 13

1.8 1.0 3.2 5

4.2 -1.0 2.2 -2

9.7 -1.0 1.7 -8

3.0 -1.0 4.0 1

7.1 8.6 3.8 64.9

2.5 2.6 3.1 9.6

8.9 1.1 2.0 11.8

How about if I only ask you to look 
into these rows?

y = x1 + x3

How about these rows?
y = −x1 + x3?

Maybe the WHOLE equation is: 
y = x2x1 + x3?         

Orange and blue data are two control variable experiment trials. Control 
variable experiments simplify symbolic regression!

X2 is controlled!

Can you guess which equation y = f x1, x2, x3  generate the data shown in 
the left table?

Found by GP Extended from previous reduced-form equations 
using GP

The data  are generated from a data Oracle. The constants are identified using BFGS 
optimizer on batches of data
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Vertical Path Scale up AI-driven scientific discovery

Horizontal way: directly search for the 
expression in the full hypothesis space

Vertical way: search for the expression 
incrementally.

1. Search the expression only have one 
input and one output variables (P, V)

2. Search the expression only have two 
inputs and one output variables (P,V, 
n)

3. Search for the whole expression.

Experiments

In the vertical schedule,  first the learning is concentrated on a subset of model 
parameters. This is done by feeding the model with designed training data in which the 
remaining parameters do not affect the dynamics of the PDEs. 

After this phase, the learning is expanded to all parameters. The right panel of the figure 
above demonstrate that learning via the vertical schedule is able to  identify the correct 
phase-field model while normal schedules cannot. 

Table 1: Median (50%) and 75%-quantile NMSE values of the symbolic expressions 
found by all the algorithms on several noisy benchmark datasets. NMSE is 
normalized mean square errors. 

Our CVGP finds symbolic expressions with the smallest NMSEs. 

Table 2: Ground-truth expression recovery rate.

Our CVGP finds more correct  expressions.
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