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Motivations

Accurately modeling the fitness landscape of protein 
sequences is critical to:

Mutation effects prediction Protein design

6.3M 
missense

<2% clinical 
interpretation

● The large majority of human variants1 
have no known interpretation

● Example: EVE2, protein-specific 
alignment-based generative models for 
mutation effects prediction

1. Landrum & Kattman. ClinVar at five years: Delivering on the promise. 2. Frazer et al. Disease variant prediction with deep generative models of evolutionary data 3. Madani et al. ProGen: Language Modeling for Protein Generation. 
4. Ingraham et al. Generative Models for Graph-Based Protein Design.  5. Hsu et al. Learning inverse folding from millions of predicted structures. 2022 6. Rao et al., Evaluating Protein Transfer Learning with TAPE
7. Dallago et al. FLIP: Benchmark tasks in fitness landscape inference for proteins 8. Riesselman et al., Deep generative models of genetic variation capture the effects of mutations 

● Generating novel yet fit sequences, 
conditioning on:

○ Labels3

○ Structure (Inverse folding)4,5
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Challenges

● A wide range of protein models for 
fitness prediction and design have 
emerged in recent years (eg.,  
alignment-based models, protein 
language models, inverse folding)

● Prior protein benchmarks6,7 have 
been critical to support initial 
assessments, but are limited to a 
handful of proteins, and there is 
significant performance variation 
observed across assays8 

● Robust analysis to drive the 
development of the next generation 
of models requires scale



Performance metrics
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Overview of the ProteinGym benchmarks

Datasets1
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Models2

Deep dives4
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1 Two types of datasets to serve as ground truth in ProteinGym

Deep mutational scanning (DMS) 
assays

Clinical datasets

● Large number of labels (2.8M) for a 
limited number of proteins (200+)

● Labels are experimentally 
determined 

● Sparse collection of labels (60k+) 
for a large number of proteins (3k+)

● Labels are based on manual 
annotation from clinical experts
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2 We implemented / compiled scores for 70+ baselines across two different 
model training regimes

70+ Baselines 2 core training regimes

● Alignment-based (e.g., DCA, EVE)
● Protein language models (e.g., 

ESM, RITA, Progen)
● Hybrid models (e.g., 

Tranception/TranceptEVE)
● Inverse folding (e.g., 

ProteinMPNN, ESM-IF1)
● Clinical effect predictors (e.g., 

PolyPhen-2, REVEL)

● Zero-shot: labels are only used 
for evaluation

● Supervised: labels used for 
training & evaluation → We 
created various cross validation 
schemes to assess ability to 
extrapolate across positions



6

3 We report 5 performance metrics to assess the ability of the various baselines 
to support fitness prediction of design initiatives

Example: DMS zero-shot substitution benchmark
Fitness-focused metrics

● Spearman, AUC & MCC
● Assess overall performance of 

the model to classify / rank order 
all possible mutants

Design-focused metrics

● NDCG & Recall
● Quantify the ability of the model 

to properly identify the top 
mutants for the phenotype of 
interest
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4 Several deep dives allow us to assess the relative benefits of various 
architectures in different settings

MSA depth

High Medium Low

Viruses ProkaryotesHumans Other Eukaryotes

Taxa

Singles Triples Five+

… …

Mutational depth

Activity Stability Expression

…
Binding

Function type

Example: DMS zero-shot substitution performance by MSA depth



● Certain modeling biases are best adapted to predicting 
specific properties

● For a deeper analysis on this, you may want to check our 
workshop paper “Combining Structure and Sequence 
for Superior Fitness Prediction” to be presented at the 
MLSB and GenBio workshops 
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A few insights that emerged from our analyses

While they do not perform very well in 
aggregate, inverse folding models achieve the 

best performance on stability assays

The best zero-shot fitness models rival their 
supervised counterparts on the clinical 

benchmarks

For mutation effect prediction, SOTA 
performance still necessitates the use of 

alignments

● All protein language models of single-sequence input 
are currently relatively far from SOTA

● The best performance is achieved by hybrid models 
(Tranception, TranceptEVE) or alignment-based models 
(GEMME, EVE, VESPA)

● The best zero-shot baselines (eg., TranceptEVE, EVE) 
perform on par with the best supervised baselines on the 
clinical benchmarks, without being subject to the same 
label biases



● Models: all code for running zero-shot and 
supervised baselines 

● Metrics: all code to compute performance 
metrics and the various deep dives

● Data: DMS assays (raw & processed files), 
model scores for all 2.8M mutants, Multiple 
Sequence Alignments, predicted 3D structures, 
processed ClinVar & gnomAD datasets
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Resources to get started with ProteinGym

GitHub repo

github.com/OATML-Markslab/ProteinGym

● Performance summaries: DMS Vs clinical 
benchmarks; for zero-shot vs supervised; for 
substitutions vs indels

● Performance deep dives: DMS level, by 
segmentation variable (eg., MSA depth, taxa, 
function grouping) 

● Quick links to resources (paper & GitHub)

Website

www.proteingym.org/home

https://github.com/OATML-Markslab/ProteinGym
https://www.proteingym.org/home
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See you at NeurIPS!

Poster - Great Hall & Hall B1+B2 #326
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