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Someone is standing and playing the piano.

Existing Dataset [1,2]
- 14K body-only motion clips
- Indoor scenes
- Semantic labels

[1] Generating Diverse and Natural 3D Human Motions From Text, CVPR 2022
[2] AMASS: Archive of Motion Capture As Surface Shapes, ICCV 2019

Motion-X (ours)

- 81K whole-body motions, 15.6M frames
-   Indoor & Outdoor
- Semantic labels & pose descriptions

• Both knees are bent, and the right foot is higher 
then the left foot. 

• A person is sitting and playing the piano happily.



Whole-body Motion Examples

We annotate text-motion sequences from massive online videos and 7 datasets:

1. Online videos [6.0M]: kungfu, music, performance, … ,and IDEA400[2.6M]

Playing Shaolin Kungfu Playing the guqin Blow nose
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Whole-body Motion Examples

We annotate text-motion sequences from massive online videos and 7 datasets:

1. Online videos [6.0M]: kungfu, music, performance, … ,and IDEA400[2.6M]
2. Multi-view dance:  AIST [0.3M][1]
3. Human-scene-interaction: GRAB [0.4M][2], EgoBody [0.4M][3]

[1] AIST Dance Video Database: Multi-genre, Multi-dancer, and Multi-camera Database for Dance Information Processing, ISMIR 2019
[2] GRAB: A Dataset of Whole-Body Human Grasping of Objects, ECCV 2020
[3] Human Body Shape and Motion of Interacting People from Head-Mounted Devices, ECCV 2022
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Whole-body Motion Examples

We annotate text-motion sequences from massive online videos and 7 datasets:

1. Online videos [6.0M]: kungfu, music, performance, … ,and IDEA400[2.6M]
2. Multi-view dance:  AIST [0.3M][1]
3. Human-scene-interaction: GRAB [0.4M][2], EgoBody [0.4M][3]
4. Action recognition: HAA500 [0.3M][4], HuMMan [0.1M][5]

[1] AIST Dance Video Database: Multi-genre, Multi-dancer, and Multi-camera Database for Dance Information Processing, ISMIR 2019
[2] GRAB: A Dataset of Whole-Body Human Grasping of Objects, ECCV 2020
[3] Human Body Shape and Motion of Interacting People from Head-Mounted Devices, ECCV 2022
[4] HAA500: Human-Centric Atomic Action Dataset with Curated Videos, ICCV 2021
[5] HuMMan: Multi-Modal 4D Human Dataset for Versatile Sensing and Modeling, ECCV 2022

Add new car tire Cardiopulmonary Resuscitation Baseball pitch



Whole-body Motion Examples

We annotate text-motion sequences from massive online videos and 7 datasets:

1. Online videos [6.0M]: kungfu, music, performance, … ,and IDEA400[2.6M]
2. Multi-view dance:  AIST [0.3M]
3. Human-scene-interaction: GRAB [0.4M], EgoBody [0.4M]
4. Action recognition: HAA500 [0.3M], HuMMan [0.1M]
5. Motion Capture-based: AMASS[1]/Babel[2]/HumanML3D [5.4M][3]

Kicks with left leg Jumps straight to the left Walking forward
[1] AMASS: Archive of Motion Capture As Surface Shapes, ICCV 2019
[2] BABEL: Bodies, Action and Behavior with English Labels
[3] Generating Diverse and Natural 3D Human Motions From Text, CVPR 2022



Qualitative SMPL-X Results 

Motion-X



*All results are annotated from a single-view video. All videos are from https://space.bilibili.com/2026611047. 

Game Scenarios 



*All results are annotated from a single-view video. All videos are from @kevinbparry. The link is https://www.youtube.com/@kevinbparry.

Animation Scenarios 



All results are annotated from a single-view video. All videos are from https://www.patreon.com/mastersongkungfu.

Kungfu Scenarios 



Musical Instrument



Performance Scenarios 



*All results are annotated from a single-view video. All videos are from the HAA500 dataset: [1] HAA500: Human-Centric Atomic Action Dataset with Curated Videos, ICCV 2021

HAA500 Motion Dataset 



IDEA400 Motion Dataset
• 400 diverse actions, covering daily, specific motions with various hand gestures 

and facial expressions. (including 120 actions in NTU RGB+D120[1])

[1] NTU RGB+D 120: A Large-Scale Benchmark for 3D Human Activity Understanding, TPAMI 2019

from PIL import Image



• For each motion, the actor performs 3 standing, 3 walking, 4 sitting lower-body 
actions (10 times in total).

IDEA400 Motion Dataset



• Currently, we provide 12K motions in total (400*10 times*3 rounds).

IDEA400 Motion Dataset



36 Subjects with Various Clothing, Motions



36 Subjects with Various Clothing, Motions



Some Interesting Scenes…

1. Rich facial 
expressions and 
hand gestures

2. Diverse human 
self-contact and 
human-object 
contact







Motion-Text Examples
RGB Video 2D Keypoints SMPL-X Motion

A man is doing break advanced dance. 

*This video is from AIST. 



Rich diverse text-to-motion data

A person is performing ballet. 



Motion Augmentation

Sit and play guitar Stand and play guitar Walk and play guitar



2D Whole-body Keypoints Annotation

(a) Input Image (b) Openpose (c) MediaPipe (d) Ours



3D Whole-body SMPL-X Annotation

(a) Input Image (b) Hand4Whole (c) OSX (d) Ours



Text-driven Motion Generation

(a) w/o Motion-X (b) w/ Motion-X

A man is playing erhu.



3D Whole-body Human Mesh Recovery

(a) Input Image (b) w/o Motion-X (c) w/ Motion-X



Given SMPL-X sequences in Motion-X, 
we can animate various characters from TADA!

Motion-X with TADA![1]🧑🤝🧑

[1] TADA! Text to Animatable Digital Avatars, 3DV 2024



Limitation
• The quality of annotated videos are key.
• Heavy truncation, occlusion scenes make the 

invisible parts hard to annotate.
• Multi-person interaction are still challenging.

• Since noisy labels are inevitable, learning 
from noisy labels for generation and 
understanding tasks would be quite important. 

• We will continue to improve the motion and 
text labels’ quality.

Future Work



Summary
- A multi-modality, large-scale whole-body human motion dataset
- A novel, automatic whole-body motion and text annotation pipeline
- Effective in motion generation and human mesh recovery tasks
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