
CMMA: Benchmarking Multi-Affection 
Detection in Chinese Multi-Modal 

Conversations
Main Authors ：Yazhou Zhang, Yang Yu

Corresponding Author: Qiuchi Li*

Other Authors: Qing Guo, Benyou Wang, Dongming Zhao, 

Sagar Uprety, Dawei Song, Jing Qin



Human communication is multi-modal with textual , visual and audio channels, and also multi-
affective in that different types of affects. The interactions of different modalities and inter-
correlations between different affect types bring opportunities as well as challenges for multi-modal 
affect detection, especially in a conversational context. 

• We construct the first Chinese multi-modal multi-affect conversation dataset annotated with the 
sentiment, emotion, sarcasm, and humor labels, along with well-illustrated quality control and 
agreement analysis.

• We make the first attempt to manually annotate the relevance intensity between sentiment and 
emotion, and between sarcasm and humor.

• We show a comprehensive statistics of the dataset, covering the distribution of TV sources, 
characters and affect types.

• We propose a multi-modal multi-affect joint detection model to evaluate CMMA. The results of 
SOTA baselines using different feature combinations suggest the need for multi-task learning 
models.

  Introduction 



  Related Work 



        Each utterance is annotated with sentiment (including pride and romantic love), emotion, sarcasm and humor labels. Considering that the 

external knowledge implicitly influences the speaker’s affective state, the speaker’s background (i.e., name, profession, sex, personality) and 

the topic of each conversation are provided.

  Dataset  



  Dataset Construction  

Rescource Annotation Division and Statistics
Processing Quality Control



  Annotation agreement 

(1)  Percent agreement calculation 
approach: 88.8%, 71.5%, 86.8%, 94.5%, 
82.5%, 94.9%.

(2) Fleiss’ kappa score: 0.85,  0.69,  0.68, 
0.85, 0.71, 0.83.

  Compared with other related datasets, 
we have attained the highest inter-
agreement scores on all tasks



  
  Benchmark 

n Textual Feature Extraction：BiLSTM，BERT，

GPT-2

n Visual Feature Extraction：EffcientNet, 

ResNet

n Acoustic Feature Extraction:  VGGish

n For each modality, the encoded utterance is 

concatenated with its encoded context, and the 

unimodal contextual features are combined by 

multi-modal fusion. The obtained multi-modal 

representation is then passed through task-specific 

dense layers for each affect detection task. The 

labels of all tasks are produced in the forward 

pass, where we set different weights for different 

tasks.



  Results 



• Few works (including the recent large language models) have set foot in multi-affect joint detection in conversations, largely due 

to the lack of multi-modal conversation datasets with multi-affect annotations. We have filled this gap by proposing CMMA, the 

first multi-modal multi-affect conversation dataset. CMMA consists of 21,795 multi-modal utterances from 3,000 multi-party 

conversations. Apart from rich affect labels including sentiment, emotion, sarcasm and humor, the dataset contains annotation 

relevance between affect types. 

• We have performed comprehensive qualitative and quantitative studies for analyzing the dataset, and presented a range of 

baselines to evaluate the potential of CMMA. The results demonstrate the quality of the dataset and indicate the need of novel 

investigations in models in multi-modal multi-affect joint detection in conversations.

  Conclusions and Future work 
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