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• Citation Networks

BACKGROUND

• Graphs are ubiquitous in real word

Image credit: visitlondon.com

• Underground Networks
Image credit: The Conversation

• Networks of Neurons • Molecules
Image credit: MDPI
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• Text-attributed graphs (TAGs): Nodes are often associated with text attributes

Image credit: Medium

• Social Networks • Knowledge Graph



BACKGROUND

• Representation Learning on TAGs
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• Pre-trained Language Model (PLM) based

• PLMs (Encoder-only) : BERT, ELECTRA, DeBERTa, RoBERTa.                                                 

• Problem: The knowledge of topology is largely discarded

• Graph Neural Network (GNN) based

• GNNs (Message-Passing): GCN, GraphSAGE, GAT. 

• Problem: Modeling of node attributes and graph 

topology is disconnected



BACKGROUND

• Representation Learning on TAGs
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• Co-Training based
• An end-to-end training paradigm to jointly model 

the node attributes and graph topology                                           

• Topological Pre-training based

𝑓𝑓Θ 𝐴𝐴,𝑇𝑇 = 𝐺𝐺𝐺𝐺𝐺𝐺𝜔𝜔 𝐴𝐴, 𝐿𝐿𝐿𝐿𝜓𝜓 𝑇𝑇 ,Θ = {𝜔𝜔,𝜓𝜓}

• Problem:  Scalability issues

• Can we pre-train the LMs to understand the 

graph topology ?

• How to design the pre-training tasks ?



DATASET

• Previous Datasets
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• Lack the availability of raw textual information

• Overlook the exploration of text attribute 
modeling’s impact on GNNs

• These datasets are predominantly small in scale

• CS-TAG

• Keeping raw textual information

• Modeling text-attributes: different PLMs

• Scale larger



METHODS

• Topological Masked Language Model (TMLM)

18:30 CS-TAG 7

• The first-order topological information in the node-level

• Topological Contrastive Learning (TCL)

• Topological Deepwalk Learning (TDK)

• The higher-order topological information in the node-level

• The first-order topological information in the token-level



EXPERIMENT

C e n t r a l  S o u t h  U n i v e r s i t y

• GNNs with different PLM’s features



EXPERIMENT

C e n t r a l  S o u t h  U n i v e r s i t y

• Analyzing the performance of the Co-Training paradigm



EXPERIMENT

C e n t r a l  S o u t h  U n i v e r s i t y

• Node classification results



CONCLUSION

C e n t r a l  S o u t h  U n i v e r s i t y

•  First comprehensive benchmark on TAGs: CS-TAG.

• Collect and provide text-attributed graph datasets.

• Comprehensive evaluation of different learning paradigms.

• Topological Pre-training of Language Models

• TMLM, TDK, TCL, TMDC
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C e n t r a l  S o u t h  U n i v e r s i t y
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