
FETV: A Benchmark for Fine-Grained Evaluation 
of Open-Domain Text-to-Video Generation
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Limitations of Existing Open-Domain T2V Generation Evaluation

 Lack of fine-grained evaluation
 A common practice is to report overall results on entire test set, without considering fine-

grained performance on different types of prompts.

 Lack of reliable automatic metrics
 It is unclear whether the automatic metrics are consistent with human standards.
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Contributions of This Work

 Lack of fine-grained evaluation
 Propose a benchmark with multi-aspect and temporal-aware categorization.

 Conduct fine-grained evaluation of representative T2V models.

 Lack of reliable automatic metrics
 Reveal the poor correlation of existing metrics with humans.

 Present reliable metrics.
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 Categorization of FETV
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 Fine-Grained Evaluation Using FETV
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FETV: A Benchmark for Fine-Grained T2V Evaluation
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 Advantages of FETV
 Multi-Aspect: major content, attribute control, prompt complexity

 Temporal-Aware: temporal content, temporal attribute

 Open-Domain: diverse prompt categories
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Data Collection

 Prompt Categorization
 Step1: Hand-crafted rules for automatic categorization

 Step2: Manual selection and revision

 Prompt Sources
 Prompts of real-world videos from MSR-VTT [1] and WebVid [2]

 Manually written prompts describing unusual scenarios

[1] MSR-VTT: A large video description dataset for bridging video and language.
[2] Frozen in Time: A Joint Video and Image Encoder for End to End Paper.
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Data Example
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 Video Quality
 All T2V model cannot generate ground-truth level videos
 Challenging spatial categories: People, Animals

 Challenging temporal categories: Action, Kinetic Motions

 Best static quality: Text2Video-zero, Best temporal quality: ModelScopeT2V
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Manual Evaluation: T2V Generation Models
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 Video-Text Alignment
 T2V models can control Color and Camera View very well.

 T2V models struggle to precisely control Quantity, Motion Direction and Event Order.

 Videos generated from Simple prompts exhibit the strongest alignment, while the difference 
between Medium and Complex prompts is not obvious.

< >10 

Manual Evaluation: T2V Generation Models
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Diagnosis of Automatic Evaluation Metrics

 Video-Text Alignment
 CLIPScore: widely used T2V alignment metric based on the CLIP model

 CLIPScore-ft: Fine-tuning CLIP on video-text retrieval task

 BLIPScore: Replacing CLIP with BLIP

 Otter-VQA (ours): Treating video-text alignment as Video QA using Otter

 UMTScore (ours): Replacing CLIP with UMT

 Video Quality
 FID, FVD

 FVD-UMT (ours): Replacing the video encoder in FVD with the UMT model [3]

[3] Unmasked teacher: Towards training-efficient video foundation models.



思想自由 兼容并包 < >12 

Diagnosis of Automatic Evaluation Metrics

 Video-Text Alignment
 The widely-used CLIPScore poorly aligns with humans.

 Fine-tuning CLIP on video-text retrieval is beneficial.

 UMTScore is the only automatic metric consistent with human ranking of T2V models.
Correlation between automatic and human evaluation of video-text alignment, measured
by Spearman and Kendall coefficients.
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Diagnosis of Automatic Evaluation Metrics

 Video Quality
 FVD-UMT is the only automatic metric consistent with human ranking of T2V models.



Thank you!

Benchmark Link: https://github.com/llyx97/FETV
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