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Introduction to exploration in RL

• Reward shaping methods
Ø Rely on human prior knowledge
Ø Introduce human cognitive biases 

• Curiosity-driven exploration methods 

Ø Lack of scalability
Ø Rely on count-based episodic term
Ø Cause policy variance of original MDP

• LIBERTY: expLoration vIa Bisimulation mEtRic-based sTate discrepancY

Ø Our method (LIBERTY) uses the bisimulation metric to measure state discrepancy and
propose a potential function based on the inverse dynamic bisimulation metric, which
promotes effective exploration while preserving the optimal policy of the original MDP



Motivation: state discrepancy as exploration bonus

• Using the difference between states 𝑑(𝑠! , 𝑠") as exploration bonus
• Many spikes are related to significant occurrences, e.g., moving

forward (1), attacking enemies (4), collecting coins (5) etc. The
reward is close to 0 when the agent is stuck (2,3)



Method: bisimulation metric measuring state discrepancy

• Bisimulation metric:

𝑑! 𝑠" , 𝑠# = 𝑟"! − 𝑟#! + 𝛾𝑊$ 𝑑! 𝒫! ⋅∣ 𝑠" , 𝒫! ⋅∣ 𝑠#

Ø Project the state into 3D   latent space and Z axis 
denotes value

Ø Bisimulation metric identifies the value 
differences between states, enabling the agent to 
reach state 𝑠$ with a higher value compared to 𝑠%
, starting from initial state 𝑠&



Method: inverse dynamic bisimulation metric

• Meaningless exploration: state difference is caused by background changing
without taking actions

Get reward

No actions

•Add inverse dynamic module (𝐼: 𝑆×𝑆 → 𝐴) to avoid meaningless exploration

𝑑"'( 𝑠" , 𝑠# = 𝑟"! − 𝑟#! + 𝛾𝑊% 𝑑"'( 𝒫! ⋅∣ 𝑠" , 𝒫! ⋅∣ 𝑠#
+𝛾 𝐼 ⋅∣ 𝑠" , 𝑠")$ − 𝐼 ⋅∣ 𝑠# , 𝑠#)$ $



Method: inverse dynamic bisimulation metric (cont.)

• Potential function based on 𝑑!#$

𝛷(𝑠) = 𝑑!#$ 𝑠, 𝑠%

• Potential-based shaping reward function:

ℱ 𝑠&, 𝑎, 𝑠&'( = 𝛾𝑑!#$ 𝑠&'(, 𝑠% − 𝑑!#$ 𝑠&, 𝑠%



Experiment

• Results on MuJoCo continuous control



Experiment

• Results on Atari games with discrete actions



Experiment

• Results on the delayed reward setting



Experiment

• Results on the reward-free setting



Contribution

•We develop a new potential function to ensure policy invariance without the
need for prior human knowledge

•Our approach achieves more efficient exploration by encouraging agents to
explore states with higher TD-error

•Our method achieves best performance across various settings in extensive
environments, which demonstrate its scalability and superiority compared
with other methods

Ø Theorem 1(value difference bound):
𝑉! 𝑠" − 𝑉! 𝑠# ≤ 𝑑"'( 𝑠" , 𝑠#

Ø Theorem 2(approximation of optimal value function):
𝑑"'( 𝑠, 𝑠& ≈ 𝑉∗(𝑠)



Thank you for your attention!

Code is available


