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Challenge:

• High volumes of data (trajectories) are required.

Conventional approach:

Multi-agent solution: Transmit raw data collected 
locally by different agents to a central serve.

• Communication overhead;

• Long delays;

• Privacy and legal issues.

Reinforcement Learning
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trajectories



Standard Federated Learning Approach:

• Instead of transmitting raw trajectories, model 
parameters are transmitted in federated learning.

Challenges in Standard FedNPG:

• Communication overhead: In NPG methods, the 
2nd-order information with size O(d2) needs to be 
transmitted in each iteration. Thus, it is not scalable.

Federated Learning & FedNPG
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Federated Natural Policy Gradient (FedNPG)

Q: Can we reduce the communication complexity for 2nd-order FedNPG approach while 
maintaining performance guarantees?

A: Yes! Use FedNPG-ADMM!



FedNPG-ADMM
Alternating Direction Method of Multipliers (ADMM)
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FedNPG-ADMM
Key Steps

[1] Rajeswaran, A., Lowrey, K., Todorov, E.V., Kakade, S.M.: Towards generalization and simplicity in continuous control. NeurIPS (2017)
[2] Kakade, S.M.: A natural policy gradient. NeurIPS (2001)
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Equivalent problems



FedNPG-ADMM
Algorithm Details
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Performances wrt #agents
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Performance Comparison
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Performances with Agent Selection



Thank You


