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Goal-Conditioned Reinforcement Learning (GCRL)
• Reach arbitrary goals in the goal space from initial environment states

Go to JetBlack zone Go to Yellow zoneReach      with random start



Ant Maze

Linear Temporal Logic (LTL)
• Define a sequence of tasks in the chronological order
• May include infinite loop task (𝜔-regular property)

ZoneEnv

𝐹 𝑟𝑜𝑜𝑚 0,2 ∨ 𝑟𝑜𝑜𝑚 2,0 ∧ 𝐹 𝑟𝑜𝑜𝑚 2,2

Reach orange room via one possible orange path

𝐹 ∧ 𝐹( ∧ 𝐹( ∧ 𝐹 ) 𝐺𝐹



𝐹 𝑟𝑜𝑜𝑚 0,2 ∨ 𝑟𝑜𝑜𝑚 2,0 ∧ 𝐹 𝑟𝑜𝑜𝑚 2,2
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Prior approaches

• LTL2Action [Vaezipoor et al. 2021] 
• Encode LTL formulas as syntax 

trees, enable RL agent to learn 
LTL-conditioned policies

• Unable to generalize to arbitrary 
LTL formulasR
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abstract graph 𝐺 = 𝑣, 𝑒

edge policy 𝜋*!
• DiRL [Jothimurugan et al. 2021]
• Generate abstract graph from LTL 

specification and train independent 
policies for each edge to achieve sub-
goals

• Inefficient and lack of generalizability



LTL specification 𝜙

GCRL-LTL algorithm framework

w"#$" = − log 𝒱(s%, 𝑟𝑜𝑜𝑚(',)), 𝑟𝑜𝑜𝑚(',%))

execute with goal-
conditioned policy

abstract graph
optimal path finding

Buchi automata

𝒱 =



Goal Reaching and Obstacle Avoidance
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• For example, reach-avoid task on one edge : ¬ 𝑈

Goal Obstacle

reaching action 𝑝

𝑝
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Choose to execute 
the loop with a 
smaller path cost!

Experiments on Ant16rooms
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Experiments on ZoneEnv

¬ 𝑈( ∧ (¬ 𝑈 ))
avoidance task



More complex experiments on ZoneEnv

𝐹𝐺𝐺𝐹( ∧ 𝑋𝐹 ) ∧ 𝐺(¬ ) 𝐺𝐹 ∧ 𝐺𝐹 ∧ 𝐺(¬ )


