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Why online RL fails in offline
Bellman backup: Q(s, a) ← r(s, a) + γ max

a∈#
Q(s′ , a)
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Unexplored states. 

“Extrapolation error”

Variance in  => Bias in the maxQ(s′ , a)



Revisit extrapolation error (EE)
• No EE if we always backup from behavior action:





• The EE comes from counterfactual , 

and it amplify itself by Bellman backup:








Empirically, EE was reported to increase nearly 
exponentially

Q(s, a) ← r(s, a) + γ%a′ ∼μQ(s′ , a′ )

arg max
a

Q(s′ , a)

Q(s, a) ← TQ(s, a) := r(s, a) + γ max
a′ ∈#

Q(s′ , a′ )

Qk ← TQk−1 ← T ∘ TQk−2 ← … ← (T)kQ0



Budgeting Counterfactual

• Observation 1: Bellman backup with  or  backup 
(counterfactual decisions) results in exponentially larger divergence 

.


• Observation 2: Controlling local divergence  does not stop the 
exponential increase.


Key idea: only apply  with a limited 

number of steps in one trajectory. For the rest of decision steps use .

π ≠ μ max

(1 + δ)H

δ

Q(s, a) ← r(s, a) + γ max
a′ ∈#

Q(s′ , a′ )
μ



Budgeting Counterfactual

How to decide when to take the greedy action and when to take ?


• Dynamic programming

μ




where .

TQ(s, b, a) := %s,a,s′ ,a′ [r(s, a) + γ {
max{max

a∈#
Q(s′ , b − 1,a), Q(s′ , b, a′ )} b > 0

Q(s′ , b, a′ ) b = 0]
(s, a, s′ , a′ ) ∈ *



Theoretical justification
Theorem 1: There is a unique fixed point of , that is





where 

T

Q⋆(s, b, a) := max
π

E [
∞

∑
t=0

γtrt ∣ s0 = s, a0 = a, b0 = b; π] s.t. bt ≥ 0, ∀t ≥ 0

bt = bt−1 − 1{π( ⋅ |st−1, bt−1) ≠ μ( ⋅ |st−1)} .

• The fixed point iteration on  converge to the optimal value function under 
a constrain on the number of counterfactual decisions.

T



Algorithm: BCOL
Continuous action space: 





Actor loss: 


Critic loss: 

πϕ( ⋅ |s) ≈ arg max

̂TQθ(s, b, a) := r(s, a) + γ {
max{%a∼πϕ

Qθ(s′ , b − 1,a), Qθ(s′ , b, a′ )} b > 0
Qθ(s′ , b, a′ ) b = 0

−
B

∑
b=0

%s∼D,a∼πϕ(⋅|s,b)Qθ(s, b, a)

B

∑
b=0

%(s,a,s′ ,a′ )∼D [(Qθ(s, b, a) − ̂TQθ(s, b, a))
2]



Inference
How to select the action at test-time based on  and 


• : the optimal value starting from , using at most  counterfactual decisions 
in the future.


•  the optimal counterfactual decision given  and at most  counterfactual 
decisions in the future.


Initialize , select action and update  by:





πϕ Qθ

Qθ(s, b, a) (s, a) b

πϕ( ⋅ |s, b) : s b

b = B b

a ∼ μ( ⋅ |s), b ← b if %a∼π(s,b)Q(s, b − 1,a) ≤ %a∼μ(s)Q(s, b, a) or b = 0

a ∼ πϕ( ⋅ |s, b), b ← b − 1 otherwise



Results



Dynamic programming matters

• With budget but 
randomly select where 
to spend the budget



Dynamic programming matters

• Train  and  
with budget


• Randomly 
select between 

 and  during 
test

Qθ πϕ

πϕ μ



Summary

• Offline RL suffers from extrapolation errors on counterfactual actions


• New algorithm: behavior cloning + few key counterfactual actions.


• Use dynamic programming to find where to do counterfactual decisions.


• No additional regularization, simple yet effective compared with SOTA 
offline RL methods.


