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Webly-Supervised Learning (WSL)
• How to learn noise-robust representations of visual concepts from web data?

• Various types of noise, especially the semantic noise, are under-explored.
• Self-bootstrapping on each sample is prone to overfitting.
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Preliminary: MoPro
• Prototypes

• representative embeddings for a group of semantically similar instances
• Contrastive Learning

• self-supervised learning method
• samples from the same instance closer
• samples from different instances farther 

• Momentum
• smooth and consistent optimization policy for prototypes and networks

Prototypical Contrastive Learning of Unsupervised Representations, ICLR 2021
Learning from Noisy Data with Robust Representation Learning, ICCV 2021
MoPro: Webly-Supervised Learning with momentum Prototypes. ICLR 2021



Cross-modality Aligned Prototypes (CAPro)
• What can we do with multi-modal web data (images and texts) for WSL?
• Our contributions:

• Cross-modality alignment to formulate semantically-correct textual and 
visual prototypes

• Collective bootstrapping to provide wiser, smoother labels with collective 
knowledge



Overall Model Architecture
• Model components

• Siamese image encoders, a text encoder, a classifier, a projector, a
reconstructor, an auxiliary classifier, a dictionary



Vanilla
• Classification
• Projection and Reconstruction



Cross-modality Alignment
• Text Encoding
• Text Enhancement

• Visual Guidance from Neighbors
• Reranking by k-reciprocal NNs

• Textual Prototypes
• Text Matching
• Visual Prototypes
• Noise Removal
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Keyword tiger cat (definition by WordNet)

+: a cat having a striped coat; domestic_cat, 
house_cat, felis_domesticus, felis_catus: any 
domesticated member of the genus Felis

-: medium-sized wildcat in Central South America

-: large feline of forests in most of Asia having a 
tawny coat with black stripes; endangered
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Collective Bootstrapping
• Pseudo-label References
• Query-Key Dictionary Look-up
• Bootstrapping

Self-prediction from
the auxiliary classifier

Visual similarity
with prototypes

Weighted Pseudo-labels



Collective Bootstrapping
• Pseudo-label References
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• Bootstrapping

Similarity with NNs
in the visual dictionary



Collective Bootstrapping
• Pseudo-label References
• Query-Key Dictionary Look-up
• Bootstrapping

Bootstrapping
targets
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Thanks for your attention!


