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Background
Event schema is a relational memory structure in the brain that supports generalization.

Temporal regularity (TR) is a unit structure of event schemas,  
which we formally define as temporal associations that remain invariant to time shifts. 

[1] Ghosh, V. E. and Gilboa, A. What is a memory schema? a historical perspective on current neuroscience literature. Neuropsychologia, 53:104–114, 2014.
[2] McClelland, J. L., McNaughton, B. L., and O’Reilly, R. C. Why there are complementary learning systems in the hippocampus and neocortex: insights from the successes and failures of connectionist models of learning and memory. Psychological review, 102(3):419, 1995.

[1]

[2]

[2]



Motivation

Data-efficient 
TR formation
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Problem Formulation

Aim: Learn TRs from event items { 𝑒𝑣, 𝑡 }

Tasks: TR Detection & TR Query
• Detection: Does (𝑒𝑣! , 𝑒𝑣") include a TR?

𝑒𝑣" 𝑒𝑣!𝜏

• Query: What is the 𝜏 for a TR (𝑒𝑣! , 𝑒𝑣")?

𝑒𝑣" 𝑒𝑣!? 𝜏 =?𝑒𝑣" 𝑒𝑣!



Inspiration from Noether’s Theorem
Noether’s Theorem 

Every differentiable symmetry of the action of a physical system with conservative forces 
has a corresponding conservation law. 
Specifically, time-translation symmetry corresponds to energy conservation.

Inspiration

TRs inherently possess 
time-translation symmetries
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Local energy     g 𝒒 𝑡, 𝑒𝑣" , 𝒒 𝑡 + 𝜏, 𝑒𝑣!

𝑒𝑣"

𝑒𝑣!

𝜏

𝑒𝑣"

𝑒𝑣!

𝜏

𝑒𝑣"

𝑒𝑣!

𝜏

TR validity Conserved



Noether Embedding (NE)

Event embedding 𝒒 𝑡; 𝑒𝑣 = 𝒖 𝑒𝑣 ◦ 𝒓 𝑡 Score function 𝑓 𝑡; 𝑒𝑣 = ∑#$%& Real 𝒒 𝑡; 𝑒𝑣 #
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Noether Embedding (NE)

Decoding function

𝑔 𝜏 = 𝒖" − 𝒖! ◦ 𝒓 𝜏 ) ( = 𝒖" ◦ 𝒓 𝑡 − 𝒖! ◦ 𝒓 𝑡 + 𝜏 ) = 𝒒" 𝑡 − 𝒒! 𝑡 + 𝜏 ) )



Effectiveness of NE

Baselines over-apply the generalization 
capabilities of distributed representations, 
which hinders the fit of event occurrences.



Efficiency of NE

Data-efficient TR formation Time-efficient TR retrieval

Storage-efficient TR memory

𝑺 𝑵𝑬 = 𝑆 𝑒𝑣 − 𝑣𝑒𝑐𝑡𝑜𝑟 + 𝑆 𝑡𝑖𝑚𝑒 − 𝑣𝑒𝑐𝑡𝑜𝑟

= (2𝑁𝑑 + 2𝑑)×64𝑏𝑖𝑡

𝑺 𝑪𝑻 = 𝑆 𝑇𝑅 + 𝑆 𝑒𝑣𝑒𝑛𝑡

= 𝑁!×𝑇"×log!
𝑛
𝑁
𝑏𝑖𝑡 + 𝑁×

𝑛
𝑁
×log!𝑇"𝑏𝑖𝑡



NE’s Potential Applications

~ 87 daysNarendra Modi
Appeal for diplomatic cooperation to 

Citizen (India)

Citizen (India)
Reject to 

Narendra Modi
~ 10 minsOrder dishes have meals

Social event prediction Personal decision making

Memory-constrained scenarios, such as the edge



Comparison to Related Work

• Event schema induction (in natural language processing):
organize known event regularities already given as priors for the extracting algorithm and focus on the schemas for use

• Temporal rule mining (in data mining)
the mined rules and source events are generally stored as symbolic representations in list form

• Embedding models of structured data (in representation learning) 

embed (temporal) knowledge graphs, generally supporting completion, inference, and prediction tasks

Our tasks are designed to learn event regularities directly from experience without supervision.

Using event embeddings, NE strikes a balance between storage efficiency and storage accuracy.

NE for the first time enables event embeddings to achieve
data-efficient TR formation, storage-efficient TR memory, and time-efficient TR retrieval.
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