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Background
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Exposure: whether the target item is exposed (recommended) to a user.

Propensity: The probability of an item is exposed (recommended) to a user.

If an item already has a high probability of being interacted by a user without being 

recommended, is there really a need to recommend the item to this user?



Introduction
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• Causality-based recommendation

– Traditional RS award items with higher interaction probabilities

– Causality RS award items with higher causal effect

• Limitations of existing methods

– Require exposure and/or propensity to be known during training and/or inference

– Fail to incorporate prior knowledge

• Our contribution

– Propose a propensity estimation method for causality-based RS without ground-truth 

data.

– Build a pairwise relationship between propensity and item popularity with a key 

assumption.



Naïve method

• Interaction model
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Interaction (observed)

Propensity (unobserved)

Relevance (unobserved)

But directly estimating with interaction model is not robust.



Assumption

• Consider a user u and a pair of items (𝑖, 𝑗). Suppose the popularity of item 𝑖 
is greater than that of 𝑗, and their interaction probabilities with user 𝑢 are 

similar. Then it follows that item 𝑖 is more likely to be exposed to user 𝑢 than 

item 𝑗 is. 
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item pairs (𝑖, 𝑗) that satisfy the assumption



Method
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• item popularity as a proxy (core assumption)

• Relationship between propensity and interaction (interaction model)

• Regularization



Experiments
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Takeaways

• Our proposed method can estimate propensity for causality-based RS 

without the need to access ground-truth propensity and exposure data.

• we formulated a key assumption and incorporated it as prior information to 

enhance our estimation, thereby improving causality-based 

recommendation.
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