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• “Program evaluation view of algorithmic accountability” 


• Two settings


• Encouragement designs  
i.e. targeted interventions to improve service delivery


• Algorithmic recommendations 


• Contributions:  
Modeling using “off-policy learning”, methodology 
Applied context:  
Targeted service delivery interventions to reduce disparities 
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Setting 1: Encouragement Designs
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Algorithmic recommendations need a 
human in the loop in consequential 
domains: social services, medicine, 
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Setting 2: Algorithmic Recommendations
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Usual algorithmic auditing focuses on 
recommendations only, or assumes recs = 
treatment!  



Optimal encouragement designs

• Goal: A data-driven optimal decision rule  
… recommend treatment  
… to optimize population expected utility  
 
… subject to policy-relevant concerns 
      (parity in beneficial resources) 


•  
 
 
 

π(X)

Levels of  
Supervised release

max 𝔼[u(π, T(π), Y(π))]
𝔼[T(π) ∣ A = a] − 𝔼[T(π) ∣ A = b] ≤ ϵ
𝔼[T(π)] ≤ κ



Figure 1: Distribution of lift in treatment probabilities p1|1,a � p1|0,a = P (T = 1 | R = 1, A =
a,X)� P (T = 1 | R = 0, A = a,X), and plot of p1|1,a � p1|0,a vs. ⌧.

Figure 2: Policy value V (⇡�), treatment value E[T (⇡�) | A = a], for A = race, gender.

From the substantive angle, healthcare utilization remains a proxy outcome measure for other health
measures, and interpreting increases in healthcare utilization as beneficial is justified primarily by
assuming that individuals were constrained by the costs of uninsured healthcare previously, so that
increases in healthcare utilization reflect that access to insurance increases in access to care.

In Figure 1 we plot descriptive statistics. We include histograms of the treatment responsivity lifts
p1|1a(x, a)� p1|0a(x, a). We see some differences in distributions of responsivity by gender and race.
We then regress treatment responsivity on the outcome-model estimate of ⌧ . We find substantially
more heterogeneity in treatment responsivity by race than by gender: whites are substantially more
likely to take up insurance when made eligible, conditional on the same expected treatment effect
heterogeneity in increase in healthcare utilization. (This is broadly consistent with health policy
discussions regarding mistrust of the healthcare system).

Next we consider imposing treatment parity constraints on an unconstrained optimal policy
(defined on these estimates). In Figure 2 we display the objective value, and E[T (⇡) | A = a], for
gender and race, respectively, enumerated over values of the constraint. We use costs of 2 for the
number of doctors visits and 1 for enrollment in Medicaid (so E[T (⇡) | A = a] is on the scale of
probability of enrollment). These costs were chosen arbitrarily. Finding optimal policies that improve
disparities in group-conditional access can be done with relatively little impact to the overall objective
value. These group-conditional access disparities can be reduced from 4 percentage points (0.04) for
gender and about 6 percentage points (0.06) for race at a cost of 0.01 or 0.02 in objective value (twice
the number of doctors’ visits). On the other hand, relative improvements/compromises in access
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Case study: Oregon insurance study



Case study: Supervised release 
• Pretrial risk assessment in criminal justice  

R: Recommendation for supervised release 
T: Electronic monitoring (EM) 
Y: Failure to appear (FTA) 
Y(t(r)): does someone FTA when T=t,R=r?  


• Causal impact of electronic monitoring (EM) on reducing 
failure to appear for court date  
       Heterogeneity: EM could mean  
            beneficial services or  
            burdensome surveillance (paying for EM, losing job)  

Levels of  
Supervised release
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*(Coarsened) data from Chicago




• “Program evaluation view of algorithmic accountability” 


• Contributions: modeling, methodology 
 
 
Applied context:  
Targeted service delivery interventions to reduce 
disparities 


