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Motivation

Molecular graphs exhibit structural patterns at multiple resolutions.

Existing pretraining strategies on Graph Neural Networks include:
• Node-level tasks: only encode local structural patterns.
• Graph-level tasks: may miss granular details.
Few works have explored pretraining at the fragment level, a promising middle ground.

We prepare molecular graphs and fragment graphs and utilizing them in both pretraining and finetuning.
Molecules are fragmented according to a vocabulary extracted via existing frequency-based methods.

Molecular Graph Fragment Graph



Fragment-based Pretraining

Contrastive Pretraining

Predictive Pretraining

Combined Pretraining

Process molecular graphs, 
encoding local patterns

Process fragment graphs, 
encoding global patterns

Contrastively enforces both local and global 
structural patterns into node embeddings



Fragment-based Finetuning

MLP Prediction

Both pretrained GNN! and GNN" can be utilized in downstream finetuning and prediction. 



Evaluation: Common Benchmarks

C: Contrastive Pretraining
P: Predictive Pretraining
F: Fragment-based Finetuning

Red: Best result
Red: Second-best result
Red: Third-best result



Evaluation: Capturing Global Structures

Long-range Graph Benchmarks (peptides)t-SNE: embeddings of the same fragment from different graphs.
Colors indicate distinct structural backbones.


