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• Compared with fully supervision with mask annotations, there are several sparse forms:

Mask Prediction

p Label-efficient segmentation with Sparse Annotations



01/Background

• Previous methods adopt the local appearance kernel (LAB color space or RGB color space)

• Cannot capture global context cues and long-range affinity dependencies.
• Fail to take the intrinsic topology of objects into account, lacks capability of detail preservation.

p Limitations of Previous Methods

APro(Ours) CRF Loss[1] TreeEnergy Loss[2] Pairwise Loss[3]

[1] Shiyi Lan et al, Vision transformers are good mask auto-labelers. In CVPR, 2023.
[2] Zhiyuan Liang et al, Tree energy loss: Towards sparsely annotated semantic segmentation. In CVPR, 2022.
[3] Zhi Tian et al, Boxinst: High-performance instance segmentation with box annotations. In CVPR, 2021.



02/Our Method
p APro

• We define the generation of pseudo label Y as an affinity propagation process (APro):

• The proposed approach consists of global affinity propagation (GP) and local affinity 

propagation (LP) to generate accurate pseudo labels.

(1)



02/Our Method
p APro: A general plug-in component

• Box-supervised instance segmentation

• Point/scribble-supervised semantic segmentation

• Annotation-free semantic segmentation



02/Our Method
p Global Affinity Propagation

• tree-based sparse graph

• global pairwise potential      :

(1)

(2)



02/Our Method
p Efficient Implementation

• Lazy Propagation scheme

• Global affinity propagation term

• Time complexity                       .

(1)
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02/Our Method
p Local Affinity Propagation

Gaussian Kernel
• Use gaussian kernel

• The local pairwise term

• 5x faster than MeanField-based method[1] .

• The pseudo label       can be obtained via:

[1] Shiyi Lan et al, Vision transformers are good mask auto-labelers. In CVPR, 2023.
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03/Experiments
p Weakly-supervised Instance Segmentation



03/Experiments
p Weakly-supervised Instance Segmentation



03/Experiments
p Weakly-supervised Semantic Segmentation



03/Experiments
p CLIP-guided Semantic Segmentation



03/Experiments
p Visual comparisons



03/Experiments
p Diagnostic Experiments



04/Takeaways

• We proposed a novel universal component for weakly-supervised segmentation by formulating it as 

an affinity propagation process.

• A global and a local pairwise affinity term were introduced.

• Experiments on three typical label-efficient segmentation tasks proved the effectiveness of APro.

• box-supervised instance segmentation

• point/scribblesupervised semantic segmentation 

• CLIP-guided annotation-free semantic segmentation

• Code available: https://github.com/CircleRadon/APro

• Project homepage: https://liwentomng.github.io/apro

https://github.com/CircleRadon/APro
https://github.com/CircleRadon/APro

