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“Abundance ~ Discovery”



Planning is reliable ☺
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Trajectory Optimization: 
Collocation method

(self)-collision avoidance, joint limit, target ee-pose, etc.Model function
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Gradient is okay but…

Trajectory gradients are costly, especially in vectorization settings!

• Need to make sure all costs are differentiable, e.g., obstacle signed distant field

• Dynamics function is also needed to be differentiable

Liu, P.; Zhang, K.;Tateo D.; Jauhri S.; Peters J.; Chalvatzaki G.; (2022). Regularized Deep Signed Distance Fields for Reactive Motion Generation, 2022 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS).
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But how can we solve trajectory optimization without gradients?
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Requirements:

• Batch update

• Fast

• No gradient access
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The regular polytopes are unbiased search direction sets!
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Sinkhorn Step

Randomly Rotated Polytope Vertices as

Step Direction Bases

𝑛 optimizing points, 𝑚 vertices in polytope

Step vectors (red) are the barycentric projection w.r.t. the polytope family!

Cuturi, Marco. "Sinkhorn distances: Lightspeed computation of optimal transport." Advances in neural information processing systems 26 (2013).
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Sinkhorn Step

Sinkhorn-Knopp

algorithm

Until convergence:
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Code available at: https://github.com/anindex/ssax
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Now, applying Sinkhorn Step to trajectory optimization?
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Anecdote: Go brute-force!

We propose Motion Planning via Optimal Transport 

(MPOT)

• Massively vectorized planning!

• Frame as an optimization problem, then solve 

it as a sequence of linear programs!

• No gradients from task costs or models are 

required!
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MPOT: Trajectory Optimization

Model constraint

as cost (come from GP prior)



1. Construct uniform polytopes with current waypoints as their centers

2. Populate probing points towards the polytope vertices

3. Compute local cost matrix 

4. Do Sinkhorn Step!
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MPOT: Procedure

Probe points:
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MPOT
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MPOT: Experiment

This mobile manipulation case has the state space with 36 dimensions!
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Key takeaways 

Sinkhorn Step is exciting and needs more theoretical understanding.

➢ Solving motion planning with only matrix multiplications ☺

➢ No gradients are required anywhere!

➢ Surprisingly scalability and parallelization capability in massively planning!

➢ Many plans ~ more chance to get better modes!
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Peoples

An T. Le Jan PetersGeorgia Chalvatzaki Armin Biess

Project website:

https://sites.google.com/view/sinkhorn-step/

Email: an@robot-learning.de

My website: anthaile.com

I am actively working on Optimal Transport methods 

applying for Motion Planning and Imitation Learning.

Feel free to contact me to hear ranting about Optimal 

Transport in Robotics ☺
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