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Background: Vertical Federated Learning 
(VFL)
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The participants in Vertical Federated 

Learning (VFL) comprise major 

organizations, including 

governments, banks, and companies 
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Motivation: From First-Order Optimization 
to Zeroth-Order Optimization in VFL

• Remaining problems 
for ZOO-based VFL.
• Slow convergence rate 

limited by the global 
model size.

• Privacy protection of 
ZOO has not been 
theoretically explained.  

• We solve the above 
problems.
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Intuition of our Framework.



Problem Definition

• VFL framework can be formalized as a finite-sum problem in 
composite form:



• Estimate the partial derivative of 𝑓 w. r. t. the output layer of the 
clients with Avg-RandGradEst:

• The estimated partial derivative of 𝑓 w. r. t. the clients’ model can be 
derived via chain rule:

• With this framework, we precisely apply ZOO on the most needed 
part of VFL. 

Main Solution: Cascaded Zeroth Order Optimization 
Precisely on the Output Layer of the Clients. 



Algorithm



Convergence Analysis



Security Analysis

• We propose a theoretical explanation of the security of ZOO. That is 
ZOO provides implicit Differential Privacy (DP) guarantee for sharing 
the ZO gradient to the client. (Note that the guarantee is intrinsic 
provided by ZOO itself, instead of adding noise in the mainstream DP 
mechanism.)



Experiment Highlights: 
Reducing Communication Cost.



Experiment Highlights: 
Intrinsic DP guarantee of ZOO

• DP guarantee for the ZOO (Avg-RandGradEst) with different sampling 
times. 



Conclusion

• 1 We propose a cascaded hybrid optimization VFL framework that 
improves communication efficiency and privacy simultaneously. 

• 2 Theoretical analysis shows:
• 1) the intrinsic (ϵ, δ)-differential privacy guarantee provided by ZOO within 

our framework, 

• 2) the convergence of our framework and its superiority compared with the 
ZOO-based VFL, 

• 3 Experiment on differential privacy and communication efficiency. 



Thank you very much!
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