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Problem Formulation: 
Neural Distribution Alignment



Neural Distribution Alignment
Problem to Solve:
• Perform alignment against the drastic distribution shift between raw neural 

population activities recorded across-day and inter-subject (individual).

• Neural Latent Dynamics of Single Trials• Task Setting Example



Neural Distribution Alignment
Problem Formulation:

Distribution Alignment in low-dimensional latent space:

• Based on the Manifold hypothesis [1]: a relatively small number of latent dynamical 
factors contain a large portion of neural activities variability

• Perform alignment in the neural latent space

[1] Gallego, Juan A., et al. "Neural manifolds for the control of movement." Neuron 94.5 (2017): 978-984.



Neural Distribution Alignment
Problem Formulation:

Source-Domain

• We denote the source-domain single-trial neural population activities as 𝐗(") =
𝐱$
("), … , 𝐱%

(") & ∈ ℝ%×(, where 𝑙 is the trial length and 𝑛 is the number of neurons. 𝐙(") =

𝐳$
("), … , 𝐳%

(") & ∈ ℝ%×) are their low-dimensional latent dynamics inferred by a latent
variable model (LVM), where 𝑑 is the latent dimension size.

• 𝝓", 𝝍" = argmax
𝝓,𝝍

𝔼- 𝐙(")∣𝐗(");𝝓 log 𝑝 𝐗(") ∣ 𝐙("); 𝝍 − 𝔻23 𝑞 𝐙(") ∣ 𝐗("); 𝝓 ∥ >𝑞 𝐙(")

• We denote the probabilistic encoder and decoder of the LVM trained on source-
domain as 𝑞 𝐙(") ∣ 𝐗("); 𝝓" and 𝑝 𝐗(") ∣ 𝐙("), 𝝍" , respectively.



Neural Distribution Alignment
Problem Formulation:

Target-Domain

• Given the target-domain single-trial neural population activities as 𝐗(4) =
𝐱$
(4), … , 𝐱%

(4) & ∈ ℝ%×(, we perform distribution alignment by probing the probabilistic 
encoder 𝑞 𝐙(4) ∣ 𝐗(4); 𝝓

• The alignment is conducted by minimizing certain probability divergence 𝔻(⋅∣⋅) 
between the two posterior distributions:

𝑚𝑖𝑛
5$

𝔻 𝑞 𝐙 " ∣ 𝐗 " ; 𝝓" ∥ 𝑞 𝐙 4 ∣ 𝐗 4 ; 𝝓4



Neural Distribution Alignment
Challenges:
• The underlying spatio-temporal structures of neural latent dynamics are both non-

linear and complex.

• Prior works ignoring such crucial spatio-temporal structure information,
resulting in comparably inferior alignment performance.



Methodology of ERDiff



Neural Distribution Alignment
Key Insight:
• Extraction and Recovery of Spatio-Temporal Structure in Latent Dynamics Alignment 

with Diffusion Model (ERDiff)

• How to precisely extract the spatio-temporal structures of the source domain neural 
latent dynamics?

• How to precisely recover such extracted spatio-temporal structures to the aligned 
target domain neural latent dynamics?

Strong Density Estimation Capability

Proper Alignment Algorithm



Neural Distribution Alignment
Key Insight:
• How to precisely extract the spatio-temporal structures of the source domain neural 

latent dynamics?

• How to precisely recover such extracted spatio-temporal structures to the aligned 
target domain neural latent dynamics?

Strong Density Estimation Capability

Proper Alignment Algorithm

(Score-based) Diffusion Model



Methodology of ERDiff

Source-domain Diffusion Model (DM) Training:
• The LVM alone focuses on the point-to-point underlying mapping between 𝐗(") and 

𝒁("). The overall distribution of the source domain latent dynamics 𝑝" 𝐙 , 
abbreviation for 𝑞 𝐙 " ∣ 𝐗 " ; 𝝓" , is still inaccessible by building a LVM alone

• We propose to learn 𝑝" 𝐙  via a Diffusion Model (DM) by taking the entire trials of 
latent dynamics on source-domain 𝐙 " ∼ 𝑞 ⋅∣ 𝐗 " ; 𝜙"  as input to the DM for training 

• Specifically, the DM fits 𝑝" 𝐙  through training of denoiser 𝝐 𝐙, 𝑡; 𝜽" : ℝ%×)×ℝ → ℝ%×) 
through the denoising score matching (DSM) loss:

• 𝜽" = argmin
𝜽

𝔼4∼𝒰[:,;]𝔼𝐙%(")∼- ⋅∣𝐗(");𝝓" ,𝝐∼𝒩 𝟎,𝐈&×(
𝑤(𝑡)B 𝝐 − 𝝐 𝐙4

("), 𝑡; 𝜽
B

B

• where 𝐙4 = 𝜇4𝐙: +𝑲4𝝐, and 𝝐 𝐙4, 𝑡; 𝜽 = −𝑲4C;𝒔 𝐙4, 𝑡; 𝜽 , 𝑲4𝑲4; = Σ4

[1] Pascal Vincent. A connection between score matching and denoising autoencoders.



Methodology of ERDiff

Extract the spatio-temporal structures of the source domain:
• We use Spatio-Temporal Transformer Blocks (STBlocks)
• Each STBlock is composed of Spatio-Transformer layers followed by Temporal -

Transformer layers
• Spatio-Transformer layer takes latent states of each time bin as inputs to extract 

spatial structure
• Temporal-Transformer layer takes the entire latent trajectory of each latent space 

dimension as inputs to extract temporal structure



Neural Distribution Alignment
Key Insight:
• How to precisely extract the spatio-temporal structures of the source domain neural 

latent dynamics?

• How to precisely recover such extracted spatio-temporal structures to the aligned 
target domain neural latent dynamics?

Strong Density Estimation Capability

Proper Alignment Algorithm
Maximum Likelihood Alignment with Diffusion Model



Methodology of ERDiff

Maximum Likelihood Alignment with Diffusion Model:
• Given the target-domain neural activities 𝐗(4), we propose to perform distribution 

alignment via maximum likelihood estimation (MLE):

argmax
𝝓

𝔼𝐗∼D 𝐗($) log 𝑝"(𝑞(𝐙 ∣ 𝐗;𝝓)) = argmax
𝝓

𝔼𝐙∼- 𝐙∣𝐗($);𝝓 log 𝑝"(𝐙) ,

• We use the marginal distribution 𝑝: 𝐙; 𝜽"  learnt by the DM to approximate 𝑝"(𝐙), the 
maximum likelihood estimation can thus be written as:

argmax
𝝓

𝔼𝐙∼- 𝐙∣𝐗($);𝝓 log 𝑝: 𝐙; 𝜽"

• We note that the alignment is conducted by probing the parameter set 𝝓 of the 
probabilistic encoder while keeping the DM 𝑝: 𝐙; 𝜽"  fixed



Methodology of ERDiff

Maximum Likelihood Alignment with Diffusion Model:
• Consequently, we could obtain an upper bound of the maximum likelihood loss

function, as follows:

• The divergence objective can be approximated using the Hutchinson-Skilling trace 
estimator [1], making the whole optimization objective computationally tractable.

• We note that the recovery of spatio-temporal structure is primarily conducted by the 
denoising score matching part.

[1] J. Skilling, “The eigenvalues of mega-dimensional matrices,”



ERDiff Spatio-Temporal Structure Recovery



Experiment



Experiment
Synthetic Datasets - Results



Experiment
Neural Datasets - Setup
• We conduct experiments with datasets collected from the primary motor cortex (M1) 

of non-human primates

• The primates have been trained to reach one of eight targets at different angles

• We perform cross-day (recordings of the same primate performing the task on 
different days) and inter-subject (recordings of different primates) experiments.



Neural Datasets - Neural Manifold Analysis



Neural Datasets – Behavior Decoding Performance



Computational Cost and Hyper-parameter Generalization



Thanks for listening!


