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Motivation

Case2. LLM outputs biased predictions on various sensitive attributes.

Pre-trained models capture social 
biases from the large amounts of 
text they are trained on.

Case1. DNN captures biased correlations in training dataset.



Case 3. LLM can learn some stereotypes on race.



FMD Pipeline 

§ Step1: Identify biases via Generated Counterfactual Sample Pairs

§ Step2: Evaluate Biased-effect via Influence Function

§ Step3: Remove Bias via Machine Unlearning

Our Method: Fast Model Debiasing (FMD)



Our fairness definition: Counterfactual fairness

§ Step1: Generate Counterfactual Sample Pairs and Identify bias.

Fast Model Debiasing (FMD) – Bias Identification



Counterfactual dataset generation

An toy example: a digit classification task, where color is a biased attribute 

Training phase

Train

Evaluating phase

Generate

Counterfactual data

Trained model
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§ Step1: Generate Counterfactual Sample Pairs and Identify bias.

Fast Model Debiasing (FMD) – Bias Identification



Our Constructed dataset in different scenarios:

§ Step1: Generate Counterfactual Sample Pairs and Identify bias.

Fast Model Debiasing (FMD) – Bias Identification



 Why does the model make biased predicion?

Influence Function can measure the change of parameters after removing a training sample.

§ Step2: Biased-Effect Evaluation via Influence Function.

Fast Model Debiasing (FMD) -  Bias Evaluation



Extend influence funtion to bias:

Misclassified 
by color!

bias-conflict

bias-aligned

An toy example on digit classfication:

§ Step2: Biased-Effect Evaluation via Influence Function.

Fast Model Debiasing (FMD) -  Bias Evaluation



Machine unlearning is a new paradigm which aims to make ML models forget about particular 
data/knowledge without retraining from scratch.

§ Step3: Bias Removal via Machine Unlearning.

Fast Model Debiasing (FMD) – Bias Removal



(Alternative Efficient Unlearn)

Unlearn biased data:

Unlearn biased attribute:

§ Step3: Bias Removal via Machine Unlearning.

Fast Model Debiasing (FMD) – Bias Removal



Results on Adult

Our method achieved comparable results in both accuracy and bias, with much less 
debiasing time on a smaller dataset.

Results on Colored MNIST

Experimental Results



Language Modeling Score (LMS) measures the percentage of 
instances in which a language model prefers the meaningful over 
meaningless association (the higher the better). 

Stereotype Score (SS) measures the percentage of examples in which 
a model prefers a stereotypical association over an anti-stereotypical 
association (the closer to 50 the better).

Debiasing Performance:

Evaluation on StereoSet:

Experimental Results on Large Language Models



Forcing fairness via Model Editing:
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Ongoing Work – Interpretable and Efficient LLM Debiasing 
Identifying which module in LLM contributes to bias:


