
Conservative Offline Policy Adaptation in 
Multi-Agent Games

Chengjie Wu1, Pingzhong Tang12, Jun Yang3, Yujing Hu4, Tangjie Lv4, Changjie Fan4, Chongjie Zhang5

1Institute for Interdisciplinary Information Sciences, Tsinghua University
2Turingsense 3Department of Automation, Tsinghua University
4Fuxi AI Lab, NetEase
5Department of Computer Science & Engineering, Washington University in St. Louis
wucj19@mails.tsinghua.edu.cn

mailto:wucj19@mails.tsinghua.edu.cn


Introduction

• Problem Formulation: Offline Policy Adaptation in Multi-Agent Games

dataset

adaptation policy environment

adaptation policy environmenttarget policy

train

test



Introduction

• Challenges
• Distributional shift: our estimation about the target agent can differ arbitrarily from the real target on out-

of-distribution (OOD) states
• Risk free deviation: “conservatism” for addressing distributional shift may not be sufficient in this setting. It 

is possible to benefit from deviation in multi-agent games 



Method

• Conservative Offline Adaptation (COA)



Method

• Constrained Self-Play (CSP)



Experiment

• Constrained Self-Play (CSP)
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