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Source-Free Domain Adaptive Semantic Segmentation

Ø Definition: 
Adapting a pretrained source model to the unlabeled target domain without accessing the private source data. 

Ø Limitations:
Previous methods usually finetune the entire network, which suffers from expensive parameter tuning.

How to achieve parameter-efficient adaption? 

Prompt tuning may make a difference!



Prompt Tuning

We propose a Universal Unsupervised Visual Prompt Tuning (Uni-UVPT) framework for 
source-free domain adaptive semantic segmentation.

Ø Definition: 
Designing a trainable lightweight block as a supplementary input (prompt) for a frozen model, which guides or
directs the generalization of representations to achieve desirable performances.

Ø Limitations of existing visual prompt tuning methods:
a) The learned visual prompts are unreasonable.
b) Lacking methods addressing downstream tasks without sufficient labeled data, i.e., unsupervised visual 

prompt tuning.



Universal Unsupervised Visual Prompt Tuning

Ø Prompt Adapter:

• Generating informative visual prompts.

• Improving the generalization of target features.

Ø Adaptive Pseudo-Label Correction

• Learning visual prompts with massive unlabeled 

target data.

• Enhancing visual prompt‘s capacity for spatial 

perturbations.



Prompt Adapter

Ø Prompt Generator:

• Stem (S): a convolutional network for capturing multiscale spatial information.

• Level Embedding (Q): trainable vectors for learning task-shared knowledge.

Ø Prompt Interactor

• Injecting pretrained knowledge into prompts:

• Generating adapted features with refined prompts:



Adaptive Pseudo-Label Correction

Ø Early-learning phenomenon
• Deep models tend to first fit data with correct pseudo labels during early-learning phase, 

before eventually memorizing instances with incorrect/noisy pseudo labels.
• The performance deceleration of 𝐼𝑜𝑈! indicates whether overfitting noisy pseudo labels.

Ø Correcting pseudo-labels at suitable moments
• Fitting the training IoU using the least squares: 

• The correction for each category are performed when the condition is satisfied:

• The correct pseudo label can be obtained by averaging predictions of multiple 
rescaled input samples:

Ø Multiscale consistency loss



Experiments: Comparative Results



Experiments: Ablation Study



Contribution and Conclusion

(1) We first highlight the low-efficiency problem of fine-tuning large-scale backbones in source-free 

domain adaptive semantic segmentation, and propose a universal unsupervised visual prompt 

tuning framework for parameter-efficient model adaptation. 

(2) A lightweight prompt adapter is introduced to learn reasonable visual prompts and enhance 

feature generalization in a progressive manner. Cooperatively, a novel adaptive pseudo-label 

correction strategy is proposed to rectify target pseudo labels at suitable moments and improve the 

learning capacity of visual prompts. 
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