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• Node classification: given a graph 𝐺, predict node-wise labels 𝒚.

prediction

training graph target graph

unknown label
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• How to incorporate node-wise label dependencies with the known labels?

• It typically considers a partially labeled graph that includes
known node labels 𝒚! for predicting unknown node labels 𝒚".

Problem of interest

(𝐺, 𝒚!) (𝐺, 𝒚)



our goal: &𝒚~𝑝#(&𝒚|𝑮, 𝒚!)problem:

true labels outputinputgiven graph outputinput

conventional GNN: &𝒚~𝑝#(&𝒚|𝑮)

• The outputs of Conventional Graph Neural Network (GNN) ignore the known labels.

• Our goal is structured node classification, which incorporates 
dependencies with the known labels.

How do known labels benefit? 

unknown labels 𝒚!,   known labels 𝒚",   symbol for independent ⊥

(𝐺, 𝒚#) (𝒚) (𝐺) (%𝒚) (𝐺, 𝒚#) (%𝒚)

i.e., ¬ 𝒚! ⊥ &𝒚" 𝐺i.e., 𝒚! ⊥ &𝒚"|𝐺
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• Key observation: incorporating dependencies with the known label on graph 
is just like inpainting on image! 

• We investigate diffusion probabilistic models for structured node classification (DPM-SNC)

partially
labeled graph

How to incorporate known labels? 



• At a high-level, DPM-SNC consists of:

‣ incorporating known labels 
via projection [1]

[1] Improving Diffusion Models for Inverse Problems using Manifold Constraints, Chung et al., NeurIPS 2022

• diffusion: injects noise into the node labels

• reverse diffusion: denoises the noisy labels

DPM-SNC framework



update the DPMcomplete the graph

‣ denoising-based training (trivial)‣ conditioned on known labels

injecting noise

• We newly derive a new semi-supervised training algorithm of DPM

which alternates two processes:

denoising
sampling unknown labels

Semi-supervised training

• The training of DPM on partially labeled graph is non-trivial.

(𝐺, 𝒚!) (𝐺, 𝒚!, &𝒚")
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* describes the most expressive condition

[1] How Powerful are Graph Neural Networks?, Xu et al., ICLR 2019

• We also theoretically analyze the expressive power of DPM-SNC. 

• compare with conventional GNNs based on Weisfeiler-Lehman (WL) algorithms [1]

Theoretical analysis



• DPM-SNC outperforms on transductive node classification benchmarks.

Experiments



Experiments

• DPM-SNC outperforms on inductive node classification benchmarks.



• DPM-SNC also shows competitive results in graph algorithmic reasoning tasks.

Experiments


