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Introduction
• 📍 Dataset Distillation (DD):

• Input: An original dataset 𝒯
• Output: A Smaller synthetic dataset 𝒮
• Networks with random initialization trained by 𝒮
can perform well on 𝒯

• 📖 Existing Approaches:
• Iteratively optimize 𝒮
• In each iteration, a new network is initialized 
randomly

• The distance of 𝒮 and 𝒯 is evaluated using some 
metric with the network

• The error is back-propagated to 𝒮
• Slow due to optimization in multiple networks



Our Solutions

•🏷Accelerate via Pre-Training:
• Pre-train a synthetic data generator on a 
large-scale dataset like ImageNet
• Initialize 𝒮 using random samples from 𝒯
• Solve synthetic labels with analytical solutions
• Adapt the pre-trained generator for a limited 
number of iterations
• Generate the final 𝒮 using the adapted 
generator taking initial 𝒮 as input



Pre-Training

•📏 First-Order MAML:
• In each iteration, a new 
target dataset 𝒯 is 
sampled and the meta 
generator is optimized



Analytical Labels

• Get analytical labels in a random but fixed network 𝒇𝜽:

• The error in 𝒇𝜽∗ is upper-bounded by that in 𝒇𝜽:



Adaptation Stage



Deployment Stage

• Initialize 𝒮 using random samples from 𝒯
• Solve synthetic labels with analytical 
solutions

• Generate the final 𝒮 using the adapted 
generator taking initial 𝒮 as input



Experiments

• Comparisons under the Same Number of 
Training/Adaptation Steps



Experiments

Performance on CIFAR100 1 
IPC

Qualitative Results Performance on Different 
Adaptation Steps

Performance on Different IPCs 
(Only 10 and 50 IPCs are seen)
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