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Segmentor

Weakly Open-Vocabulary Semantic Segmentation

➢OVSS targets on the Segmentor that can segment the 

novel class from Large Language Knowledge.

➢WOVSS focuses on training a OV Segmentor with only image-text pairs.
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How to address WOVSS?

➢ Image-Text Alignment is the baseline.
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➢Semantic Grouping Module (SGM) 

enables segmenting ability. 
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Granularity Inconsistency in SGM

➢Granularity Inconsistency: all-to-one (training) vs one-to-one (inference). 

Group tokens/centroids lack explicit supervision ?



Finding the proper supervision  

➢Prototypical knowledge -> Compactness and Richness.
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Non-learnable Prototypical Regularization

➢NPR -> Generating the supervision and Regularizing the group token.



Prototypical Guidance Segmentation Network

➢PGSeg -> Instantiate NPR with multi-modal prototypical knowledge.



Experiments

➢Backbone: ViT-S

➢Training Dataset: CC12M/RedCaps12M

➢Evaluation Dataset: VOC12/Context/COCO

PGSeg achieves SOTA performance.



Experiments

➢Compactness: More compact clusters. ➢Richness: Richer feature representation.

➢Visualized results on PASCAL VOC12.
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Experiments

➢PGSeg (24 Million Image-text pair) v.s. SAM (11 Billion Images+1 Billion Mask).

Comparable object-level segmentation with only image-text supervision.



Thanks for Watching!
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