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CLIP[1] Model
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Importance of Prompt



Learnable Prompt

Fig 1: CoOp[2]

Fig 2: CoCoOp[3]

Take-away: 

1. Prompt is very important in terms of the 
performance of vision-language model;

2. Learnable prompt is good but it requires to 
train again for each dataset.

[2] Zhou, Kaiyang, et al. "Learning to prompt for vision-language models." IJCV. 2021
[3] Zhou, Kaiyang, et al. "Conditional prompt learning for vision-language models." CVPR. 2022.
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Motivation

Could we design a generalized 
prompt generating method without 
training?



Analysis from Confusion Matrix
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Could we highlight the feature which 
distinguishes two classes? 

And we hope these feature is more easy 
to understand for CLIP model than the 
class name.



ChatGPT-Based Prompt Generation

Input the two class names that we want to 
compare, and append all the prompt after 
the class names.

E.g. Tree sparrow with gray eyebrow, 
clear breast, clear wing bars and a dark 
upper mandible.



Complexity Brought by More Comparison

For ImageNet, we have 
1000 class names. 

Comparing them to each 
other at the same time will 
require generating a 
1000x999 prompt matrix!!!



Complete Pipeline



Quantitative Results





Qualitative Results



Conclusion

What we want to inspire the field is that LLM is an expert in different fields 
therefore it can extend simple semantics to rich and diverse semantics. 

(Distill the knowledge from LLM)


