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Two Types of Diffusion Models

Background



Contributions

Discrete probability flow

• Prove that the continuous probability flow is the Monge optimal
transport map under certain conditions.

• Proposed a Discrete Probability Flow (DPF) under the framework of
optimal transport.

• Proposed a novel sampling method based on the DPF, significantly
decrease the uncertainty of the sampling outcomes.



Motivation

Discrete probability flow

The Kolmogorov forward equation for discrete diffusion model is:
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where 𝑑 is the Manhattan distance. However, the process defined by 𝑄% is not an
optimal transport map, as there exist mutual flows between the states. (i.e., there

exists two states 𝑖, 𝑗 with 𝑄%!
" > 0 and 𝑄%"

! > 0). This process is not an OT Plan.
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Method

Discrete probability flow
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To tackle the mutual flow, we modified the transition rate 𝑄 as: 

The ReLU operation ensures that high probability states can only transition to 
lower probability states in one direction, effectively preventing mutual flow.



Important Proposition

Discrete probability flow

Proposition 5. The processes generated by 𝑄% and 𝑄 have the same
single-time marginal distribution ∀𝑡 > 0.

Proposition 6. Given any 𝑡 > 0, there exists a 𝛿# > 0 𝑠. 𝑡. ∀0 < 𝑠 < 𝛿#, the
process generated by 𝑄 provides an optimal transport map from 𝑃%(𝑡) to
𝑃%(𝑡 + 𝑠) under the cost 𝑑%.



Sampling

Discrete probability flow

With the above proposition, we proposed a novel sampling method based on
DPF, and the generator of the reverse process is:
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Based on the above reverse transition rate, we can use Euler’s method to
generate samples.
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Quantitative Results on Toy Dataset

Experiments



Visualization Results on Toy Dataset

Experiments



Quantitative Results on CiFar-10

Experiments



Visualization Results on CiFar-10

Experiments



https://github.com/PangzeCheung/D
iscrete-Probability-Flow.
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