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Dependence Measures
• The mutual information between two random variables 𝑋 and 𝑌:

𝐼 𝑋; 𝑌 = 𝐾𝐿(𝑃!,#| 𝑃!⊗𝑃# = ,
!×#

log
𝑑𝑃!,#

𝑑𝑃!⊗𝑃#
𝑑𝑃!,#

𝑆𝐼 𝑋; 𝑌 = 2
%!"#$×%!%#$

𝐼 𝜃&𝑋;𝜙&𝑌 	𝑑𝛾 𝜃 ⊗ 𝛾 𝜙 	

Where 𝛾 is the uniform distribution.

• The sliced mutual information 𝑆𝐼 [1] is:

[1] Goldfeld, Z. and Greenewald, K. (2021). Sliced mutual information: A scalable measure of statistical dependence. Advances in 
Neural Information Processing Systems, 34.



• How to reach an optimal slicing distribution?

I. The projection directions are mainly concentrated 
into areas where the one-dimensional variables 
contain the maximum mutual information 
possible.

II. The slicing directions are also diversified over the 
whole sphere, ensuring that all regions with 
relevant information are visited.

Random slices

Optimally 
distributed slices



Definition of 𝑆𝐼∗
The optimal sliced mutual information 𝑆𝐼∗ between random variables 𝑋 ∈ 𝑅"! 
and 𝑌 ∈ 𝑅"" can be expressed as:

𝑆𝐼∗ 𝑋; 𝑌 = sup
(
2
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𝐼 𝜃&𝑋;𝜑&𝑌 	𝑑𝜎 𝜃, 𝜑 	 ∶ 𝜎) ∈ Σ*",+" , 𝜎, ∈ Σ*%,+%  

• Where Σ*,+ = 𝜇: 𝜇 ∈ 𝑃 𝑆*-. , 𝐸/,0∼2 arccos 𝑥&𝑦 ≥ 𝜔

• We prove that for any 𝜔!, 𝜔# ∈ 0, 𝜋/2  there exists an optimal slicing policy 𝜎∗ such 
that the term is maximized.



Properties of 𝑆𝐼∗

Ø 𝑆𝐼∗ 𝑋; 𝑌  is nonnegative and symmetric.

Ø𝑆𝐼∗ 𝑋; 𝑌 = 0 if and only if 𝑋 and 𝑌 are independent.

ØIf 𝑋3 and 𝑌3 are sequences of random variables with joint distribution 𝑃!,#
(3) Y that 

converges pointwise to the joint distribution 𝑃!,# then lim
3→7

𝑆𝐼∗ 𝑋3; 𝑌3 = 𝑆𝐼∗ 𝑋; 𝑌 .

ØSimilar to 𝑀𝐼, 𝑆𝐼∗ has a relative entropy form, a variational representation, and a 
discriminator-based form.



Estimation of 𝑆𝐼∗

• { 𝑋3, 𝑌3 } are i.i.d. data points drawn from some 𝑃!#.

• S𝐼3 is a one-dimensional MI estimator over 𝑛 samples.

• {(𝜃8∗ , 𝜑8∗ )} are i.i.d slicing directions drawn from the optimal policy 𝜎),∗ .
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Estimation of 𝑆𝐼∗
How to obtain 𝜎),∗ ?

ØSlicing directions can be expressed as 𝜃, 𝜙 = 𝑓. 𝜓, 𝜈 , 𝑓; 𝜓, 𝜈  with 
 𝜓, 𝜈 ∼ 𝑈𝑛𝑖𝑓𝑜𝑟𝑚 𝑆*"-. ⊗𝑈𝑛𝑖𝑓𝑜𝑟𝑚 𝑆*%-. .
ØEstimate 𝑓., 𝑓; using NNs.

To train the NNs:

§ Sample 𝜓 and 𝜈 independently and uniformly on spheres 𝑆#!$% and 𝑆#"$%

§ Feed the random slices to 𝑓% and 𝑓&: 𝜃 = 𝑓% 𝜓, 𝜈 , 𝜑 = 𝑓& 𝜓, 𝜈

§ Calculate average MI over output slices: 𝐴 = %
'
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§ Update 𝑓% and 𝑓& in the direction of increasing ℒ.



Convergence Rate
The uniform error bound of %𝑆𝐼∗",$ 𝑋; 𝑌  is:

sup
<&,(

𝐸 |𝑆𝐼 𝑋; 𝑌 − V𝑆𝐼∗3,8 𝑋; 𝑌 | ≤ 𝛿 𝑛 +
𝑈

2 𝑚

• Where 𝛿 𝑛  is the absolute error that uniformly bounds the one-dimensional 

mutual information estimation, and 𝑈 ∝ 𝑑#$% + 𝑑&$%
%/(

    Significantly better than MI



Evaluation of 𝑆𝐼∗

Optimal slicing distribution   Slices and samples efficiency



Evaluation of 𝑆𝐼∗
• Performance in varied relationships between variables and noise ratios



Evaluation of 𝑆𝐼∗
• Performance in very high-dimensional Representation Learning tasks

STL-10 (96×96 images)

CIFAR 10

• We compare 𝑆𝐼∗ against 𝑆𝐼 and 𝑀𝐼 using 
the algorithm Deep InfoMax (DIM) [2] on 
two baseline datasets, along with the results 
of BiGAN method [3].

[2] Hjelm, R. D., Fedorov, A., Lavoie-Marchildon, S., Grewal, K., Bachman, P., Trischler, A., and Bengio, Y. (2019). Learning deep representations 
by mutual information estimation and maximization. In International Conference on Learning Representations.
[3] Donahue, J., Krähenbühl, P., and Darrell, T. (2016). Adversarial feature learning. arXiv preprint arXiv:1605.09782.
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