
Jiazheng Xu, Xiao Liu, Yuchen Wu, Yuxuan Tong,
Qinkai Li, Ming Ding, Jie Tang, Yuxiao Dong

Tsinghua University and Zhipu AI

ImageReward: Learning and Evaluating Human 
Preference for Text-to-Image Generation



2

Outline

Overview

ImageRewardDB: Preference Annotation

ImageReward: Reward Model

1

2

3

ReFL: Reward Feedback Learning4



3

Issues in Generated Images

• Text-image Alignment

• Body Problem

• Human Aesthetic

• Toxicity and Biases

Images are generated by Stable Diffusion.
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Align with Human Preference
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Overview of ImageReward and ReFL
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ImageRewardDB: Sample Collection
Source:

DiffusionDB (1.8M prompts, 14M images generated by Stable Diffusion).

Prompt Selection Method:
Graph-based algorithm with language model-based prompt similarity.

Prompt Selection Result:
10,000 candidate prompts, each accompanied by 4 to 9 sampled images, 

resulting in 177,304 candidate pairs for labeling.
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ImageRewardDB: Annotation Pipeline

• Prompt Annotation: Categorizing prompts 

and identifying problematic ones.

• Text-Image Rating: Images are rated based 

on alignment, fidelity, and harmlessness.

• Image Ranking: Rank the images in order 

of preference.
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ImageRewardDB: Annotation Management

• Annotation document:

• Criteria for rating/ranking.

• Explanation for alignment/fidelity/harmlessness.

• Trade-offs for potential contradictions in the ranking.

• Annotators:

• Collaboration with a professional data annotation company.

• Trained using annotation documents.

• Quality inspectors: Double-check each annotation.
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ImageRewardDB: Dataset Analysis

8,878 prompts
136,892 pairs
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ImageRewardDB: Dataset Analysis

Function word

Many prompts not only describe the content 

and style but also contain some “function” 

words, like "8k" and "highly detailed", 

trying to improve the quality of generated 

images.
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ImageReward: Model and Data Settings

• Model Architecture:

• BLIP backbone + MLP head

• ViT-L for image encoder, 12-layers Transformer for text encoder

• Dataset Settings:

• Training set: 8k prompts of annotation.

• Test set: 466 prompts from annotators who have a higher agreement 

with researchers to consist for the model test.
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ImageReward: RM Training

1. We have 𝑘 ∈ [4, 9] images ranked for the same prompt T (the best to 

the worst are denoted as 𝑥!, 𝑥", … , 𝑥#) and get at most 𝐶#" comparison 

pairs if no ties between two images.

2. For each comparison, if 𝑥$ is better and 𝑥% is worse, the loss function 

can be formulated as:
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ImageReward: Training Settings

1. Initialize: 

• Load the pre-trained checkpoint of BLIP

• Initialize MLP head according to N(0, 1/(𝑑&'()* + 1))

2. Hyperparameter:

• Learning rate: initialize 1e-5, decay with a cosine schedule

• Fix rate: fixing 70% of transformer layers

• Batch size: 64
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ImageReward: Agreement Analysis
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ImageReward: Preference Accuracy
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ImageReward: As Metric

1. Better Human Alignment 

Across Models.

2. Better Distinguishability

Across Models and Samples.
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ReFL: Algorithm Design

ℒ!"#$!% = 𝜆𝔼&!~𝒴(𝜙(𝑟(𝑦) , 𝑔*(𝑦)))))

• 𝜃: parameters of the LDM

• 𝑦): prompt, 𝒴: prompt set

• 𝑔*(𝑦)): generated image of LDM

• 𝑟: reward model

• 𝜙: reward-to-loss map function

• 𝜆: reward re-weight scale
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ReFL: Algorithm Design
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ReFL: Human Evaluation
• Fine-tuning Settings:

• 20,000 samples from DiffusionDB

• the same training settings (the same learning rate and batch size)

• Evaluation Dataset:

• 466 real user prompts from DiffusionDB

• 90 designed challenging prompts from multi-task benchmark 

• Human evaluation:

• sorting multiple images under a prompt

• Stable Diffusion v1.4, PNDM noise scheduler and default classifier 

free guidance scale of 7.5 for inference.
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ReFL: Human Evaluation
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ReFL: Qualitative Comparison
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ImageReward: Summary

ImageReward Page: https://github.com/THUDM/ImageReward

Python Package: https://pypi.org/project/image-reward/

ImageRewardDB: https://huggingface.co/datasets/THUDM/ImageRewardDB

https://github.com/THUDM/ImageReward
https://pypi.org/project/image-reward/
https://huggingface.co/datasets/THUDM/ImageRewardDB

