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Two-levels of distribu1on shi4
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• Two levels of distribu0on shi3 (DS) 𝑝!"(𝒙, 𝑦) ≠ 𝑝!# (𝒙, 𝑦):
o The data distribu-on itself changes, e.g., covariate shi7
o The underlying support* of data distribu-on changes.

* The set where the probability density is non-zero.

• The rela0onship between the training and test support

• Existing methods are good at cases (i) & (ii)
• Cases (iii) & (iv) are common due to data-collec0on biases 



A real-world example of case (iii)
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Family Felidae (猫科, ネコ科)

Test data: 

Pictures are from Wikimedia Commons.

Training data: 
Tiger, ocelot, cat, leopard, 
puma, caracal, lion…

Tiger, ocelot, cat, leopard, 
puma, caracal, lion…



Importance weigh1ng (IW) & dynamic IW
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• Problem se*ng: 
o A training set 𝒙!"#, 𝑦!"# !$%

&!" ~ 𝑝"#(𝒙, 𝑦)& a valida-on set 𝒙!', 𝑦!' !$%
&# ~ 𝑝"( 𝒙, 𝑦 , 𝑛"# ≫ 𝑛'

o Es-mate the risk: 𝑅 𝒇 = 𝔼$)*(𝒙,() ℓ 𝒇 𝒙 , 𝑦 .

• Dynamic IW (DIW) makes IW work well for deep learning[2]

• IW is a golden solver for DS in cases (i) and (ii)[1]

• However, IW methods are problema0c in cases (iii) & (iv)

[1] M. Sugiyama et al., Machine learning in non-stationary environments: Introduction to covariate shift adaptation. The MIT Press, 2012.
[2] T. Fang et al., Rethinking importance weighting for deep learning under distribution shift. In NeurIPS, 2020.



A deeper understanding of IW
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Theorem 1. In cases (i) and (ii), IW is risk-consistent. 

Defini.on: Given an (expected) objecDve 𝐽(𝒇), it is risk-consistent if 𝐽 𝒇 = 𝑅(𝒇) for any
𝒇, i.e., the objecDve is equal to the original risk for any classifier; it is classifier-consistent
if argmin

𝒇
𝐽(𝒇) = argmin

𝒇
𝑅(𝒇) where the minimizaDon is taken over all measurable

funcDons, i.e., the objecDve shares the opDmal classifier with the original risk.

Theorem 2. In cases (iii) and (iv), IW is risk-inconsistent, and it holds that
𝐽 𝒇 < 𝑅(𝒇) for any 𝒇. 

• The objective of IW is: 𝐽 𝒇 = 𝔼$)+(𝒙,() 𝑤
∗(𝒙, 𝑦)ℓ 𝒇 𝒙 , 𝑦

• Recall that the risk is:𝑅 𝒇 = 𝔼$)*(𝒙,() ℓ 𝒇 𝒙 , 𝑦



• Task: classify red/blue data

IW is classifier-consistent

IW is classifier-inconsistent

• Data:
o Train: le7 two squares
o Test: all four squares
o Valida-on: 1 data per square

• Methods:
o Val-only: use only validation data 

to train the model 
o IW: importance weighting
o GIW: the proposed method

Two concrete examples
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• We split the test support 𝒮56 into in-training 𝒮56 ∩ 𝒮57 and 
out-of-training 𝒮56\𝒮57 parts.

where 𝛼 = 𝑝 𝑠 = 1 .

• In cases (i) and (ii), GIW is reduced to IW since 𝛼 = 1.

𝐽, 𝒇 = 𝛼𝔼$)+(𝒙,() 𝑤
∗(𝒙, 𝑦)ℓ(𝑓 𝒙 , 𝑦) + 1 − 𝛼 𝔼$ 𝒙, 𝑦 𝑠 = 0 ℓ 𝑓 𝒙 , 𝑦 ,

in-training (IT) out-of-training (OOT)

Theorem 4. GIW is always risk-consistent for distribu=on shi> problems. 

Generalized importance weigh1ng (GIW)

• Expected objec0ve of GIW is:

• A support-spliOng variable 𝑠 ∈ 0,1 , then

𝑝 𝒙, 𝑦, 𝑠 = '𝑝!" 𝒙, 𝑦 if 𝒙, 𝑦 ∈ 𝒮!# and 𝑠 = 1, or 𝒙, 𝑦 ∈ 𝒮!"\𝒮!# and 𝑠 = 0,
0 if 𝒙, 𝑦 ∈ 𝒮!# and 𝑠 = 0, or 𝒙, 𝑦 ∈ 𝒮!"\𝒮!# and 𝑠 = 1.
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• Split validation data and estimate 𝛼
o Pretrain on training data to obtain a feature extractor
o Train a one-class SVM[3] on latent representation of training data
o Split validation data into IT {(𝒙-./, 𝑦-./)}-0/

1,- & OOT {(𝒙-.2, 𝑦-.2)}-0/
1,. parts 

by the one-class SVM 
o Estimate 𝛼 as B𝛼 = 1,-

1,

• Empirical objec0ve of GIW is:
C𝐽, 𝒇 = 1,-

1,1)+
∑-0/
1)+ E𝑤 𝒙-!", 𝑦-!" ℓ 𝒇 𝒙-!" , 𝑦-!" + /

1,
∑30/
1,. ℓ 𝒇 𝒙3.2 , 𝑦3.2 .

Implementa1on of GIW

[3] B. Schölkopf et al., Support vector method for novelty detecLon. In NeurIPS, 1999. 



• Two distribu0on shi3 (DS) paPerns
o Support shi7: DS solely comes from the support mismatch
o Support-distribu-on shi7: add DS on top of the support shi7

Experiments

• Setups & results*

Support shift

Support-distribu?on shi@
(i.e., label noise/
class-prior shi:)

* Results of support-distribuLon shiN here are on MNIST; results on more datasets/baselines can be found in the paper. 8



Thanks for your a-en/on!


