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● Contrastive vision-language models are usually trained from scratch.
● LiT (Zhai et al., 2022) has shown performance gains by replacing the learned  

image tower with frozen embeddings from a pretrained classifier.
● With Three Towers (3T) we introduce a third tower that contains the 

frozen pretrained embeddings.
● We encourage alignment between the third tower and the main 

image-text towers with additional losses.
● This is a more flexible strategy that allows the image tower to benefit 

from both pretrained embeddings and contrastive training.
● For retrieval tasks, 3T consistently improves over LiT and the CLIP-style 

from-scratch baseline.
● For classification tasks, 3T reliably improves over CLIP and while it 

underperforms relative to LiT for JFT-pretrained models, it outperforms LiT 
for ImageNet-21k and Places365 pretraining.

● The pretrained model is locked in a third tower.
● Objective = Average of contrastive learning 

objectives between all towers.
● The main image and text towers are unlocked.

→ They benefit from both contrastive 
learning and the pretrained model.

● The third tower is usually discarded at test 
time → No additional inference costs.

● The contrastive objectives to the third tower 
effectively perform transfer learning.
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