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Our Problem
Event data typically comes in streams, how to learn event streams continuously?

Failed to handle the data
with distribution shift

Exposed to catastrophic
forgetting

Hard to monitor, also
exposed to catastrophic
forgetting



Our Key Idea: Using Prompt Pool to Instruct the Learning

Construct  a pool of
prompts to encode
knowledge of tasks Using a retrieval 

mechanism to dynamically 
lookup a subset of task-

relevant prompts

Prompts are 
jointly optimized 

with TPP base 
model 

Define the task
by a window of
sequence



Our Model: Prompt-augmented Temporal Point Process

Retrieval MechanismFrom Prompt to Prompt Pool

Prompt-Event Interaction
combines retrieval prompts
with the encoded event
states.

𝑃 = [𝑃!; 𝑃"] encodes the
structural and temporal
knowledge of the event
sequence.



Model Training: Joint Optimization with Prompts and TPP

Negative loglikelihood
of event sequence

a surrogate loss to pull selected
keys closer to corresponding
query in the retrieval process



Model Inference: Thinning Sampling with retrieved prompts

Take retro prompts as 
input into the

calculation of the 
intensities



Please come to our poster for

Model details !

Training details !

Work well ? Very well !

Please download our paper at


