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Background & Motivation

• Traditional adversarial training & models

– includes attacks & defenses

– target: evaluate & improve robustness

– limitation: trade-off between accuracy and robustness 

• Ensemble adversarial defense

– assumed to defend better adversarial attacks

– rigorous understanding remains unclear
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Error Theory for Ensemble Adversarial Defense
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Error Theory for Ensemble Adversarial Defense
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Error Theory for Ensemble Adversarial Defense
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iGAT: Improving Ensemble Mechanism
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• Distributing Global Adversarial Examples

– 𝑟𝑥 · : rank in descending order the predicted scores.

• Regularization Against Misclassification

– penalize the most incorrect prediction.

by probabilities:



iGAT: Improving Ensemble Mechanism
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• Final objective 



Experiment results
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Future Work
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• Research model architectures beyond MLPs and the average/max 

combiners

• Large-scale datasets, e.g., ImageNet

• Generalize the theory to more than two base classifiers
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Thanks!
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