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Reinforcement Learning

Reinforcement Learning under Stochastic Rewards

▶ Existing RL methods assume either deterministic or light-tailed stochastic rewards.

▶ In many applications, rewards have heavy-tailed distributions with infinite variance.

Observation
Existing TD learning methods are not robust to heavy tails: they may not converge.

Main Question
How can we design new

▶ temporal difference learning (for policy evaluation),

▶ natural actor-critic (for policy optimization),

that achieve global optimality under stochastic rewards with heavy-tailed distributions?



Policy Evaluation Problem
Markov reward process

▶ (Xt ,Rt)t≥0 with finite but arbitrarily large state space X,

▶ Value function

V(x) = E
[ ∞∑

t=1

γt−1Rt(Xt)
∣∣∣X0 = x

]
,

▶ E
[
|Rt(Xt)|1+p

∣∣σ(Xt)
]
≤ u0 < ∞, for some p ∈ (0,1] for every t ≥ 0.

TD learning with norm-control (Sutton, 1988; Bhandari et al., 2018)

▶ Let fΘ(x) = ⟨Θ,Φ(x)⟩. To learn Θ⋆ ∈ argminΘ∈Rd E
x∼µ

[(
V(x)− fΘ(x)

)2]
, use

Θ(t + 1) = ΠB2(0,ρ)

{
Θ(t) + η · gt

}
,

where gt =
(

Rt(Xt) + γfΘ(t)(Xt+1)− fΘ(t)(Xt)
)
Φ(Xt).



TD Learning under Heavy Tails

Fact: E[|Rt |1+p|σ(Xt)] < ∞ for p ∈ (0,1] implies that E[∥gt∥1+p
2 |σ(Xt ,Θ(t))] < ∞.

Existing analysesa assume

E
[
∥gt∥2

2

∣∣∣σ(Θ(t),Xt)
]
< ∞,

for all t ≥ 1.

Question: Does TD learning converge if

E[∥gt∥1+p|σ(Xt ,Θ(t))] < ∞,

for p < 1?
aSee (van Roy and Tsitsiklis, 1997; Bhandari et al.,

2018; Srikant and Ying, 2019).

Û Observation

TD learning does not converge
under heavy-tailed reward –
even with projection.



Robust TD Learning

Algorithm: Robust TD learning

Θ̃(t + 1) = Θ(t) + ηt · gt · 1{∥gt∥2 ≤ bt} (Dynamic gradient clipping)

Θ(t + 1) = ΠB2(0,ρ)

{
Θ̃(t + 1)

}
,

Theorem

▶ bt = O(t
1

1+p ) yields |V(x)− fΘ̄(T )(x)|2 = O
(

1

T
1

1+p

)
.

▶ bt = t implies |V(x)− fΘ̄(T )(x)|2 = Õ
(

1
T p

)
if λmin

(∑
x∈X µ(x)Φ(x)Φ⊤(x)

)
> 0.

Light-tailed case (p = 1): the bounds match the existing bounds (Bhandari et al., 2018).



Robust Natural Actor-Critic for Policy Optimization

We can extend Robust TD learning to policy optimization under heavy tails.

Log-linear policy parameterization:

πΘ(a|s) =
eΘ⊤Φ(s,a)∑

a′∈A eΘ⊤Φ(s,a′)
.

Policy optimization:

VπΘ(λ) = E
[ ∞∑

t=1

γt−1Rt(St ,At)
∣∣∣S0 ∼ λ

]
.

Actor Robust TD learning

Actor Robust TD learning

πΘ(t)

QπΘ(t)

Theorem
Assume E[|Rt |1+p|St ,At ] < ∞, ∀t ≥ 0 for some p ∈ (0,1]. Then, Robust NAC achieves
ϵ-optimality1 with O(ϵ−4−2/p) samples.

1up to a function approximation error


