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Problem Definition

Minimal value of the function

Minimum of the function
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Method Studied: Biased SGD
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New Assumption: Biased ABC



6

Diagram of Assumptions
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Popular Estimators Within Biased ABC Framework
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Popular Estimators in Different Frameworks
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Main results
General Nonconvex case. Let   be -smooth. Let   be a gradient estimator satisfying BiasedABC 
assumption. Let , and choose the stepsize . Then the iterates  of 

BiasedSGD satisfy


f L g
δ0 = f(x0) − f* 0 < γ ≤ b

LB {xt}t≥0

min
0≤t≤T−1

𝔼 [∥∇f(xt)∥2] ≤
2 (1 + LAγ2)T

bγT
δ0 +

LCγ
b

+
c
b

.



𝔼 [ f(xT) − f*] ≤ (1 − γμb)T δ0 +
LCγ
2μb

+
c

μb
.
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Main results

Strongly convex case. Since PŁ-condition is more general than -strong convexity assumption, the 
same result holds for any -strongly convex function . Notice that it implies an iterate convergence since


  

μ
μ f

xT − x*
2

≤
2
μ

𝔼 [ f (xT) − f (x*)] .

Convergence under PŁ-condition. Let    be -smooth and satisfy PŁ-condition with constant . 

Let   be a gradient estimator satisfying BiasedABC assumption. Let , choose a stepsize 


. Then, for every , the iterates  of BiasedSGD satisfy


f L μ > 0
g δ0 = f(x0) − f*

0 < γ ≤ min{μb/(L(A + μB)),1/(μb)} T ≥ 1 {xt}t≥0
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Convergence rates comparison


